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Finite Volume Transport Schemes

Bruno Després∗

December 22, 2006

Résumé On analyse des schémas Volume Fini de transport d’ordre arbitraire
en dimension un d’espace. Le résultat principal est une preuve de stabilité dans
L1 et L∞ pour les schémas d’ordre impair. On obtient des estimations de conver-
gence numérique optimales pour des données BV. De manière générale cela per-
met de comprendre que les schémas de transport d’ordre impair ont un meilleur
comportement que les schémas d’ordre pair vis à vis du phénomène de Gibbs.
Quelques expériences numériques valident les développements théoriques. Les
oscillations importantes du schéma de Lax-Wendroff avec un petit nombre de
Courant sont interprétées comme la résultante de la non stabilité dans L1 de ce
schéma. Un schéma Volume Fini d’ordre trois est présenté, qui se révèle stable
dans L1 et présente en pratique peu d’oscillations.

Abstract

We analyze arbitrary order linear finite volume transport schemes and

show asymptotic stability in L
1 and L

∞ for odd order schemes in dimen-

sion one. It gives sharp fractional order estimates of convergence for BV

solutions. It shows odd order finite volume advection schemes are better

than even order finite volume schemes. Therefore the Gibbs phenomena

is controled for odd order finite volume schemes. Numerical experiments

sustain the theoretical analysis. In particular the oscillations of the Lax-

Wendroff scheme for small Courant numbers are correlated with its non

stability in L
1. A scheme of order three is proved to be stable in L

1 and

L
∞.

1 Introduction

We address the numerical analysis in L1, L2 and L∞ of the high order finite
volume schemes recently derived in [3, 10, 9] for discretization of the advection
equation ∂tu + a∂xu = 0. We shall assume a > 0 for simplicity. Some low and
high order finite volume transport schemes are shown in table 1. In our context
a finite volume scheme is based on some generalization of the upwind scheme in
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the spirit of the Lax-Wendroff scheme. Obtaining optimal results of convergence
in Ld is a consequence of their stability in Ld. By definition

||v||Ld =

(∫

� |v(x)|ddx

)
1
d

=
(

∆x
∑

|vj |
d
)

1
d

, 1 ≤ d < ∞,

and ||v||L∞ = sup |v(x)| = sup |vj |. In practice d = 1, 2 or ∞ are the most in-
teresting cases. A classical theorem of Godunov states first order linear schemes
are the only linear ones that satisfy the maximum principle. Asymptotic sta-
bility in L1 may be useful to evaluate the oscillating behaviour of high order
schemes.

Definition 1. A-stability We say a scheme is A-stable (asymptotic stability)
in Ld if there exists a bound K > 0 which does not depend on ∆x, ν such that

||un||Ld ≤ K||u0||Ld , ∀n.

A-stability is more stringent than the usual uniform stability of Lax [8, 7] or
Godunov [4], for which the constant K may depend on some final time T > 0 and
the estimate is valid for n∆t ≤ T . For advection the requirement of A-stability
is nevertheless very natural since it is a property of the exact solution.

As usual the analysis in L2 is based on Fourier analysis, see [5]. All standard
advection schemes are A-stable in L2 (with K = 1) and therefore have optimal
convergence properties in L2. For example we will prove the following result.
Consider an initial data in L∞ ∩ BV function. The order of convergence in L2

of the numerical solution to the exact solution is

||un − vn||L2 ≤
(

C||u||
1
2

L∞ |u|
1
2

BV

)

×
(

∆xaT b + ∆x
1
2

)

(1)

with a = p
2(p+1) < 1

2 and b = 1
2(p+1) where p ∈

� ∗ is the order of the scheme.

The ∆x
1
2 comes from the interpolation error between point-wise solutions and

averaged solutions and does not depend on the time T . For T > 0, the error
in space is ∆xa with a < 1

2 . In L2 we do not see any fundamental difference
between odd and even order schemes.

Scheme αν(θ∆x) p

Upwind (1 − ν) + νeiνθ∆x 1

Lax-Wendroff (LW) (1 − ν2) + ν+ν2

2 eiθ∆x + ν2−ν
2 e−iθ∆x 2

Beam-Warming (BW)
(

1 − 3
2ν + 1

2ν2
)

+ (ν − ν2)eiθ∆x + ν2−ν
2 ei2θ∆x 2

Order 3 (O3) O3 = (1 − α)LW + αBW with α = 1+ν
3 3

Table 1: The amplification factor of Fourier modes is αν(θ∆x). The order of
the scheme is p. The Courant number is ν = a ∆t

∆x
.

The question we address in this work can by summed up as follows.

Is it possible for some schemes of table 1 to be A-stable in L1 or L∞

with p ≥ 2 ? If so, what are the consequences ?
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1.1 A-stability in L
1

Theorem 6 is the main contribution of this work. It is a proof of A-stability in
L1 (and L∞) of high order finite volume schemes provided the formal order is
odd

p = 2k + 1

and some technical conditions on the amplification factor are true. See the
theorem for a precise statement. In particular the O3 scheme of table 1 is

A-stable in L1 and L∞ under CFL. The Lax-Wendroff and Beam-Warming
schemes are not A-stable in L1 and L∞. It is probably possible to generalize
some parts of this work to non linear equations (such one is the Burgers equation
[2]).

1.2 Optimal convergence for BV solutions

A-stability in L1 has two major consequences. The first consequence is an
optimal result of convergence for BV solutions.

Theorem 2. Assume u0 ∈ L∞∩BV . Assume p = 2k+1 is odd and the scheme
is A-stable in L1. Then

||un − u(n∆t)||L1 ≤ Cp|u|BV

(

∆xaT b + ∆x
)

(2)

with a = p
p+1 and b = 1

p+1 .

This estimate is sharper than (1). Using very high order schemes as in
advocated in [3, 9, 10] means p is large. In this case p

p+1 is very close to 1.
We consider this is optimal because an error of order one is what we get by
a one cell translation of the Heavyside function. In a nutshell: very high odd
order advection schemes have nearly optimal order of convergence in L1 even
for discontinuous function. Perhaps even more important for applications is the
very small dependence with respect to the time T since 1

p+1 is close to zero
for large p. This means that the difference between the true solution and the
numerical solution does not evolve significantly in time.

1.3 Dispersion and the Gibbs phenomena

A second important consequence of A-stability in L1 is an explanation of the
low dispersion encountered with such schemes. Dispersion is in practice related
to oscillations that appear when a group of Fourier modes move at different
velocities. As time increases the Fourier modes decouple and the oscillations
appear.

Consider a A-stable in L1 linear scheme. The iteration operator of the
scheme may be considered as an infinite band matrix. For infinite band matrices
the L1 norm is also the L∞ norm (see section 4). Since the O3 scheme of table
1 is A-stable in L1, it is also A-stable in L∞. Therefore oscillations cannot grow
indefinitely for this scheme.
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The structure of the oscillations is also controlled. Assume the error between
the exact solution and the numerical solution tends to zero in L1 with respect
to the mesh size ∆x, as in theorem 2. Then the Fourier transform of the error
is bounded in L∞. It means the error evaluated on Fourier modes tends to zero
in a much stronger space, L∞, compared with the usual L2 space used for the
error analysis.

Numerical experiments sustain this analysis. Numerical tests show the dis-
persion coefficient can outperform the diffusion coefficient for the Lax-Wendroff
scheme (for small Courant numbers) and for the Beam-Warming scheme (for
large Courant numbers) which are not A-stable in L1. In this case huge os-
cillations may pollute the solution for the Lax-Wendroff and Beam-Warming
schemes. A typical numerical experiment consists in the numerical advection of
a Heavyside function. The Gibbs phenomena (oscillations near the discontinu-
ity) is under control with the O3 scheme which is odd order.

1.4 Notations and plan

Any universal constant independent of n, ν, ∆x, T , . . . , may be referred to as
C. The constant may depend on p the order of the scheme. There is only one
constant, denoted as C2, which is written differently from the others. This is
because of its importance in the proof of A-stability in L1.

This work is organized as follows. Section 2 is devoted to a review of some
standard second order explicit schemes and to the construction of a third order
scheme. These schemes are characterized with their amplification factor for
Fourier modes. Then in section 3 we prove the convergence in L2 for smooth
solutions and for BV solutions. Section 4 corresponds to the main contribution
of this work: we analyze the stability in L1 and L∞ using new estimates for the
amplification factors. Section 5 is the proof of theorem 2. Our final section 6 is
devoted to numerical experiments.

2 Some high order explicit schemes

We review some well known high order schemes. All these schemes may written
in the Finite Volume setting

un+1
j − un

j

∆t
+ a

un
j+ 1

2

− un
j− 1

2

∆x
= 0. (3)

It is sufficient to define the flux un
j+ 1

2

in function of the neighboring values to

completely define the scheme. The Courant number is

ν = a
∆t

∆x
.
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2.1 The Lax-Wendroff scheme

The scheme [7] is widely used in practical computations and is the base of more
specific methods. The Lax-Wendroff flux is

un
j+ 1

2
= un

j +
1

2
(1 − ν)(un

j+1 − un
j ). (4)

The final scheme writes un+1
j = (1 − ν2)un

j + ν+ν2

2 un
j−1 + ν2−ν

2 un
j+1. It is

convenient to look at Fourier modes. So let assume that

un
j = λneiθj∆x, i2 = −1, θ ∈ � .

Plugging this anzatz in (3-4) one gets the law

λn+1 =

(

(1 − ν2) +
ν + ν2

2
eiθ∆x +

ν2 − ν

2
eiθ∆x

)

λn.

Therefore the amplification factor of the Fourier mode is

αlw
ν (θ∆x) = (1 − ν2) +

ν + ν2

2
eiθ∆x +

ν2 − ν

2
e−iθ∆x. (5)

The L2 stability of the Lax-Wendroff scheme under CFL ν ≤ 1 is shown by the
relation

∣

∣

∣αlw
ν (θ∆x)

∣

∣

∣

2

= 1− 4ν2(1 − ν2) sin4

(

θ∆x

2

)

. (6)

This amplification factor is by construction an approximation of the amplifica-
tion factor of the exact equation which is αex

ν (θ∆x) = eiνθ∆x. The second order
formal accuracy is recovered looking at

βlw
ν (θ∆x) = αlw

ν (θ∆x)αex
ν (θ∆x)−1 = αlw

ν (θ∆x)e−iνθ∆x.

Standard Taylor expansions show that

βlw
ν (θ∆x) − 1 = −i

ν(1 − ν2)

6
(θ∆x)3 −

ν2(1 − ν2)

8
(θ4∆x) + O((θ∆x)5). (7)

The second order formal accuracy of the Lax-Wendroff scheme is equivalent

to say that βlw
ν (θ∆x) is an approximation of 1 at the third order. Since the

coefficient of the leading term is an imaginary number, one says that dispersion
is dominant. We can compare with the same quantity but for the upwind scheme

βup
ν (θ∆x) − 1 =

(

(1 − ν) + νeiθ∆x
) 1 + ν

3
e−iνθ∆x − 1

= −
ν(1 − ν)

2
(θ∆x)2 + O((θ∆x)3)

which is a first order scheme and is diffusion dominant because the leading order
of the Taylor expansion is real and negative.
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2.2 The Beam-Warming scheme

The Beam-Warming flux [11] is quite close to the Lax-Wendroff flux. It is

un
j+ 1

2
= un

j +
1

2
(1 − ν)(un

j − un
j−1). (8)

The scheme writes un+1
j =

(

1 − 3
2ν + 1

2ν2
)

un
j + (ν − ν2)un

j−1 + ν2−ν
2 un

j−2. The
amplification factor is

αbw
ν (θ∆x) =

(

1 −
3

2
ν +

1

2
ν2

)

+ (ν − ν2)eiθ∆x +
ν2 − ν

2
ei2θ∆x. (9)

Tedious calculations show that
∣

∣

∣
αbw

ν (θ∆x)
∣

∣

∣

2

= 1 − 4ν(1 − ν)2(2 − ν) sin4(
θ∆x

2
) (10)

from which we deduce the Beam-Warming scheme is stable in L2 under CFL ν ≤

2. Note that αlw
ν (θ∆x) = α

up
ν (θ∆x)− ν2−ν

2 (1−eiθ∆x)2e−iθ∆x and αbw
ν (θ∆x) =

1+ν
3 α

up
ν (θ∆x) − ν2−ν

2 (1 − eiθ∆x)2. Hence we deduce that

αbw
ν (θ∆x) = αlw

ν (θ∆x) −
ν2 − ν

2
(1 − eiθ∆x)2(1 − e−iθ∆x).

So one has the relation αbw
ν (θ∆x) = αlw

ν (θ∆x) + 4iν(1 − ν)ei
θ∆x

2 sin3( θ∆x
2 ).

Define βbw
ν (θ∆x) = αbw

ν (θ∆x)e−iνθ∆x. Then

βbw
ν (θ∆x) = βlw

ν (θ∆x) + 4iν(1 − ν)ei(1−2ν) θ∆x
2 sin3(

θ∆x

2
). (11)

The Taylor expansion of βbw
ν (θ∆x) is

βbw
ν (θ∆x) = βlw

ν (θ∆x) + 4iν(1− ν)

(

(1 + i(1 − 2ν)
θ

2

)

(θ∆x)3

8
+ O((θ∆x)5),

that is

βbw
ν (θ∆x) − 1 = i

ν(ν − 1)(ν − 2)

6
(θ∆x)3 −

ν(1 − ν)2(2 − ν)

8
(θ∆x)4 + O(θ5).

(12)
For the Beam-Warming scheme dispersion is also dominant. The sign of the
third order contribution is opposite to the sign of the third order contribution
of the Lax-Wendroff scheme.

2.3 A third order scheme

The development of a third order scheme is quite easy from the Beam-Warming
and the Lax-Wendroff schemes. The definition of the scheme is

O3 = (1 − α)LW + αBW

6



where α ∈ � is a number chosen to zeroing the third order contribution in

βO3
ν = (1−α)βlw

ν +αβbw
ν . By inspection of formulas (7) and (11) the definition

of α is − ν(1−ν2)
6 + α

ν(1−ν)
2 = 0. It gives

α =
1 + ν

3
.

One has by construction αO3
ν (θ∆x) = (1−α)αlw

ν (θ∆x) + ααbw
ν (θ∆x). Assume

ν ∈ [0, 1]. Then α ∈ [0, 1] which means the third order scheme is an average of
the Lax-Wendroff scheme and the Beam-Warming scheme. Since we also have
∣

∣

∣αlw
ν (θ∆x)

∣

∣

∣ ≤ 1 and
∣

∣

∣αbw
ν (θ∆x)

∣

∣

∣ ≤ 1, then

∣

∣αO3
ν (θ∆x)

∣

∣ ≤ 1.

Therefore the amplification coefficient of the O3 scheme is always less than one
in modulus, which gives the stability under CFL. One finally has

βO3
ν (θ∆x) − 1 = −

ν(1 − ν)(1 + ν)(2 − ν)

2
4(θ∆x)4 + O((θ∆x)5). (13)

The fourth order contribution is dominant in (13). Most presumably this third
order scheme is the same as in [3, 10, 9].

2.4 General schemes

Since we are interested with the numerical analysis of high order and very high
order schemes for transport schemes that have been introduced in the recent
works [3, 10, 9], we shall need general notations.

We begin with some standard Fourier considerations. Let define the gener-
ating function as follows fn(θ) = ∆x

∑

j un
j eiθj∆x. By construction one has

un
j =

1

2π

∫ π
∆x

π
∆x

fn(θ)e−iθj∆xdθ.

The Parseval identity is ||un||2L2 = ∆x
∑

j(u
n
j )2 = 1

2π

∫ π
∆x
π

∆x

|fn(θ)|2dθ. We con-

sider a scheme characterized by its amplification factor θ∆x 7→ αν(θ∆x). So
one has fn+1(θ) = αν(θ∆x)fn(θ). Therefore

||un||2L2 =
1

2π

∫ π
∆x

π
∆x

|αν(θ∆x)|2n|f0(θ)|2dθ.

So the scheme is A-stable in L2 if and only if

|αν(θ∆x)| ≤ 1, ∀θ∆x ∈ � . (14)

These is the case once ν ∈]0, 1] for all schemes defined previously. Formula (14)
shows that it is possible to consider only

θ∆x ∈ [−π, π].
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This is actually compatible with the periodicity of the function µ 7→ αν(µ) which
is by construction a linear combination of periodic functions µ 7→ eikµ where
k ∈ � .

Expanding the function βν(µ) = αν(µ)e−iνµ one gets

βν(µ) = 1 + C(ν)νµp+1 + O(µp+2).

In this formula p ∈ � is the order of the scheme. By construction C(ν) is a
polynomial function of the CFL number ν. Moreover C(ν) is real for odd p’s
and is imaginary for even p’s. This is because the functions αν(µ) and e−iνµ

can be expanded in Taylor series where all coefficients are real for even orders
and imaginary for odd orders. For convenience we can rewrite it as

|βν(µ) − 1| ≤ Cν(µ)p+1 (15)

where βν(θ∆x) = αν(θ∆x)e−iθν∆x and C > 0 is some constant.
The difference between odd and even orders motivates the definition of q ∈ �

such that (under CFL)

|βν(µ)| ≤ 1 − C2ν(|µ)q+1, C2 > 0, (16)

where C2 is some universal positive constant independent on ν and µ. The
constant C2 is the only constant that we shall write differently in this work
because of its prominent role in the proof of A-stability in L1 and L∞. By
inspection of the schemes above p and q may be a priori different. What we
can infer from the inspection of the schemes above is that: if p = 2k then
q = p + 1; if p = 2k + 1 then q = p. The O3 scheme is such that p = q = 3.
The LW and BW schemes are such that p = 2 and q = 3. For the LW scheme,
the assumption (16) needs to be modified: C2 is a linear function of ν because
the fourth order coefficient depends on ν2 in the expansion (7); C2(ν) = 0 for
ν = 0. It will be related with the oscillating behavior of the Lax-Wendroff for
small CFL numbers.

We also assume

|β′
ν(µ)| ≤ Cν|µ|p and |β′′

ν (µ)| ≤ Cν|µ|p−1 (17)

for some universal constants which are independent on ν and θ. This last hy-
pothesis (17) is of course compatible with (16).

The order of a scheme can also be characterized by the norm of the truncation
error. Let define vn = (vn

j )

vn
j = u(n∆t, j∆x)

where u is a smooth function. The truncation error is defined by

rn
j =

vn+1
j − vn

j

∆t
+ a

vn
j+ 1

2

− vn
j− 1

2

∆x

8



where vn
j = u(n∆t, j∆x) is the exact solution and vn

j+ 1
2

is the flux calculated

with vn. The L∞ norm of the truncation error is bounded by

||rn||L∞ ≤ C∆xp||u(p+1)||L∞ . (18)

This inequality is very classical and can be recovered as a consequence of (15).
Indeed for Fourier modes one has

rn
j =

eiνθ∆x − αν(θ∆x)

∆t
eijθ∆x.

Plugging (15) in this expression we get (18). This is why (18) and (15) are
compatible.

Lemma 3. One also has

||rn||L2 ≤ C∆xp||u(p+1)||L2 (19)

and
||rn||L1 ≤ C∆xp||u(p+1)||L1 (20)

We give only a sketch of the proof. From (18) the truncation error is zero if u

is a polynomial of order less than p+1: rn = 0 for u(0, x) = Pp(x) =
∑p

r=0 αrx
r.

Therefore the truncation error can be rewritten as

rn
j =

wn+1
j − wn

j

∆t
+ a

wn
j+ 1

2

− wn
j− 1

2

∆x
, wn = vn − Pp, ∀Pp.

Here wn+1 = u(n∆t, x− a∆t)− Pp(x− a∆t) is the difference between he exact
solution at time n + 1 and the exact solution issued form Pp. Therefore

|rn
j | ≤ |a| max

j−∆x≤x≤j+∆x
(|(wn)′(x)|) + C

|a|

∆x
max

j−∆x≤x≤j+∆x
(|wn(x)|) . (21)

Here j+ − j− ≤ R where R ∈ � is the size of the stencil of the scheme. The
polynomial Pp is arbitrary. Let choose Pp as the Taylor series of the function u

at point j∆x truncated at order p

wn(y) = u(y) − Pp(y) =

∫ y

j∆x

(y − z)p

p!
u(p+1)(z)dz (22)

Then for y ∈ [j−∆x, j+∆x]

|wn(y)| ≤ C∆xp+ 1
2 ||u(p+1)||L2[j−∆x,j+∆x]

and
|(wn)′(y)| ≤ C∆xp− 1

2 ||u(p+1)||L2[j−∆x,j+∆x].

Plugging in inequality (21) we get (19). Similarly (22) implies

|wn(y)| ≤ C∆xp||u(p+1)||L1[j−∆x,j+∆x]

and
|(wn)′(y)| ≤ C∆xp−1||u(p+1)||L1[j−∆x,j+∆x].

Using this in (21) we get (20). It ends the proof.

9



3 L
2 analysis

We discretize the advection equation on x ∈ � with the scheme (3) and we
assume a formula for the flux has been chosen. For example one can take the
Lax-Wendroff, Beam-Warming or the Order 3 flux. These schemes are A-stable
in L2 under CFL.

3.1 Convergence in L
2 for smooth solutions

Define vn
j = u(n∆t, j∆x) the solution at time step n∆t and node j∆x.

Theorem 4. Consider the scheme defined by (3) and the point-wise initializa-
tion

u0
j = u0(j∆x).

Assume the amplification factor of the scheme satisfies (14-15). Then one has
the estimate of convergence in L2

||un − vn||L2 ≤
(

C||up+1||L2

)

∆xpT, n∆t ≤ T. (23)

C depends on p. Since the scheme is linear, stable under CFL ν ≤ 1 with
K = 1 and consistent, we just add the errors

||un − vn||L2 ≤ ||un−1 − vn−1||L2 + ∆t||rn−1||L2

≤ ||un−2 − vn−2||L2 + ∆t||rn−2||L2 + ∆t||rn−1||L2 ≤ · · ·

≤ ||u0 − v0||L2 + (n∆t) max
p

||rp||L2

≤ (n∆t) max
p

||rp||L2 ≤ Cp||u
(p+1)||L2∆xpT.

It proves (23).

3.2 Convergence in L
2 for BV solutions

Next we adapt the estimate (23) to BV functions (which are not in H1). For
BV initial data, the point-wise initialization is not always possible. We shall
use the mean initialization

u0
j =

1

∆x

∫ (j+ 1
2 )∆x

(j− 1
2 )∆x

u0(x)dx. (24)

We shall apply theorem 4 for a regularized initial data uε
0

uε
0(x) =

1

ε

∫

� ϕ

(

x − y

ε

)

u0(y)dy

where x 7→ ϕ(x) is a given C∞ non negative function with compact support and
such that

∫ � ϕ(x)dx = 1. Among standard inequalities let us stress

‖uε
0‖L∞ ≤ ‖u0‖L∞ and ‖ (uε

0)
′
‖L1(

�
) ≤ |u0|BV . (25)
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One also has
||uε

0 − u0||L2( 	 ) ≤ Cε
1
2 ||u||

1
2

L∞ |u|
1
2

BV . (26)

It comes from

∫

	
(uε

0(x) − u(x))2dx =

∫

	

(

1

ε

∫

	
ϕ

(

x − y

ε

)

(u0(y) − u0(x))dy

)2

dx.

Since
∥

∥

∥

∥

1

ε

∫

	
ϕ

(

· − y

ε

)

(u0(y) − u0(·))dy

∥

∥

∥

∥

L1( 	 )

≤ Cε|u|BV

and
∥

∥

∥

∥

1

ε

∫

	
ϕ

(

· − y

ε

)

(u0(y) − u0(·))dy

∥

∥

∥

∥

L∞( 	 )

≤ C‖u‖L∞

it proves (26). Third one has

||
(

∂r+1
x

)

uε
0||L2( 	 ) ≤

C

εr+ 1
2

||u||
1
2

L∞ |u|
1
2

BV , r = 0, 1, 2, · · · . (27)

It comes from
∫

	
(∂r+1

x uε
0(x))2dx

=

∫

	

(

1

εr+1

∫

	
ϕ(r)

(

x − y

ε

)

u′
0(y)dy

)

×

(

1

εr+2

∫

	
ϕ(r+1)

(

x − y

ε

)

u0(y)dy

)

dx.

The first parenthesis is bounded in L1(·) by Cε−r|u|BV . The second parenthesis
is also a function of the x variable, and is bounded in L∞ by Cε−r−1||u||L∞ .
Therefore the scalar product is bounded by ε−2r−1|u|BV ||u||L∞ . It proves (27).

Theorem 5. Let vn = (vn
j ) be the mean value in the cell of the exact solution:

vn
j = 1

∆x

∫ (j+ 1
2 )∆x

(j− 1
2 )∆x

u(n∆t, x)dx. Consider the scheme defined by (3) and the

mean initialization. Assume the amplification factor satisfies (14-15). Then
one has the estimate of convergence in L1

||un − vn||L1 ≤ C||u||
1
2

L∞ |u|
1
2

BV

(

∆xaT b + ∆x
)

(28)

with a = p
2(p+1) and b = 1

2(p+1) .

To prove the theorem we introduce the regularized solution in the inequality

||un − vn||L2 ≤ ||un − (uε)n||L2 + ||(uε)n − (vε)n||L2 + ||(vε)n − vn||L2 , (29)

where (vε)n
j = uε(n∆t, j∆x) is the point-wise exact regularized solution at

time-space point (n∆t, j∆x) and (uε)n is the numerical solution issued from

11



regularized point-wise initial data (uε)0j = uε
0(j∆x). The first contribution in

(29) is
||un − (uε)n||L2 ≤ ||u0 − (uε)0||L2 .

One has
[

u0 − (uε)0
]

j
= wj + zj where

wj =
1

∆x

∫ (j+ 1
2 )∆x

(j− 1
2 )∆x

(u0−uε
0)(x)dx and zj =

1

∆x

∫ (j+ 1
2 )∆x

(j− 1
2 )∆x

(uε
0(x)−uε

0(j∆x))dx.

The L2 norm of w = (wj) is bounded by the L2 norm of the difference between
the exact initial data and its regularization u0 − uε

0 for which we use (26). So

||w||L2 ≤ Cε
1
2 ||u||

1
2

L∞ |u|
1
2

BV . Concerning z = (zj) one has

||z||L∞ ≤ 2||uε
0||L∞ ≤ 2||u0||L∞

and
|zj | ≤ || (uε

0)
′
||L1[(j− 1

2 )∆x,(j+ 1
2 )∆x]

=⇒ ||z||L1 = ∆x
∑

j

|zj | ≤ ∆x|| (uε
0)

′
||L1( 
 ) ≤ ∆x|u0|BV .

Therefore ||z||L2 ≤ ||z||
1
2

L1 ||z||
1
2

L∞ ≤ C∆x
1
2 ||u||

1
2

L∞ |u|
1
2

BV . So the first term in the
right hand side of (29) is bounded by

||un − (uε)n||L2 ≤ ||u0 − (uε)0||L2 ≤ C
(

∆x
1
2 + ε

1
2

)

||u||
1
2

L∞ |u|
1
2

BV . (30)

The second term in the right hand side of (29) is the difference of the point
value smooth solution (vε)n and the numerical solution (uε)n with a point-wise
initialization. So we can apply theorem 4 with the bound (27). It gives

||(uε)n − (vε)n||L2 ≤

(

C

εp+ 1
2

||u||
1
2

L∞ |u|
1
2

BV

)

∆xpT. (31)

The third term in the right hand side of (29) is the difference of a point-wise
smooth solution and the mean value of the same smooth solution. So we can
bound it like z, that is

||(vε)n − vn||L2 ≤ C∆x
1
2 ||u||

1
2

L∞ |u|
1
2

BV . (32)

Gathering (30-32) one gets

||un − vn||L2 ≤
(

C||u||
1
2

L∞ |u|
1
2

BV

)

(

ε
1
2 +

∆xpT

εp+ 1
2

+ ∆x
1
2

)

.

The regularization parameter ε is arbitrary. An optimal value is

ε = ∆x
p

p+1 T
1

p+1 .

The proof is ended.
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4 L
1 analysis

We now turn to establish the stability in L1. The norm in L1 is ||un||L1 =
∆x
∑

j |u
n
j |. Let B = (bkl)lm be a infinite band matrix

bkl = aj , j = k − l.

So

||B||L1 = sup
l

(

∑

k

|bkl|

)

=
∑

j

|aj |.

The norm in L∞ is ||un||L∞ = supj |u
n
j |. By symmetry one also has

||B||L∞ = sup
k

(

∑

k

|bkl|

)

=
∑

j

|aj | = ||B||L1 .

The L∞ is equal to the L1 norm for infinite band matrices.

4.1 A- stability in L
1

A- stability in L2 does not imply necessarily A- stability in L1. Our goal is to
determine which schemes are A- stable in L1. We consider a scheme defined
by (3). The amplification factor is of the form (16-17) where q and p are the
coefficients of (16) and (17).

Theorem 6. If p = q the scheme is A- stable in L1.

Applying one of the linear scheme presented above to this initial data is
equivalent to the multiplication by Bn where B is the iteration transfer matrix.
By construction Bn is a band matrix: Bn = (bn

kl) with bn
ij = an

j , j = k − l.
The an

j are easy to compute from the amplification factor. One has

an
j =

∆x

2π

∫ π
∆x

− π
∆x

αν(θ∆x)ne−ijθ∆xdθ =
1

2π

∫ π

−π

αν(θ)ne−ijθdθ. (33)

One has immediately
∣

∣an
j

∣

∣ ≤ 1. (34)

The proof consists in getting more estimates on
∣

∣an
j

∣

∣ and then to bound
∑

j

∣

∣an
j

∣

∣.
The idea behind these estimates is that the transfer matrix is probably close to
the shift operator for accurate schemes. So an

j must be close to one near the
diagonal j ≈ νn (estimate (35)) while an

j must be close to zero away from the
same diagonal (estimate (39)).

First step consists in a simple bound for
∣

∣an
j

∣

∣. From (16) one gets

∣

∣an
j

∣

∣ ≤
1

π

∫ π

0

(1 − C2νµq+1)ndµ, C2 > 0.

13



Let perform the change of variable µ = ϕ

(C2νn)
1

q+1
. Then

∣

∣an
j

∣

∣ ≤
1

π (C2νn)
1

q+1

∫ π(C2νn)
1

q+1

0

(

1 −
ϕq+1

n

)n

dϕ

≤
1

π (C2νn)
1

q+1

∫ π(C2νn)
1

q+1

0

e−C2νµq+1

dϕ ≤
1

π (C2νn)
1

q+1

∫ ∞

0

e−µq+1

dϕ

where we have used
(

1 + z
n

)n
≤ ez. Therefore one has the first estimate

∣

∣an
j

∣

∣ ≤
C

(νn)
1

q+1

. (35)

Second step One also has

an
j =

1

2π

∫ π

−π

βν(θ)nein(ν−α)θdθ (36)

where α = j
n
. By construction the function θ 7→ βν(θ) is periodic βν (θ + 2π) =

βν(θ). Standard integration by parts in Fourier integrals shows that

an
j =

1

2π [in(ν − α)]
2

∫ π

−π

d2

dθ2
(βν(θ)n) ein(ν−α)θdθ (37)

One has

an
j = −

1

2πn2(ν − α)2

×

∫ π

−π

(

nβ′′
ν (θ)βν(θ)n−1 + n(n − 1)β′

ν(θ)2βν(θ)n−2
)

ein(ν−α)θdθ

and

|an
j | ≤

1

2πn2(ν − α)2

∫ π

−π

∣

∣nβ′′
ν (θ)βν(θ)n−1 + n(n − 1)β′

ν(θ)2βν(θ)n−2
∣

∣ dθ.

The derivatives of βν are bounded by hypothesis (17). So

|an
j | ≤

1

πn2(ν − α)2

∫ π

0

(

nνθp−1(1 − C2νθq+1)n−1

+n(n − 1)Cν2θ2p(1 − C2νθq+1)n−2
)

dθ.

Next we perform the same change of variable as in the first step θ = ϕ

(C2νn)
1

q+1
.

We get for the first term that appear in the right hand side of |an
j |

∫ π

0

nνθp−1(1 − C2νθq+1)n−1dθ

14



= (nν)1−
p

q+1

∫ (C2νn)
1

q+1 π

0

ϕp−1

(

1 −
ϕq+1

n

)n−1

dϕ

≤ (nν)1−
p

q+1

∫ (C2νn)
1

q+1 π

0

ϕp−1e−
n−1

n
ϕq+1

dϕ

Provided n ≥ 2 then n−1
n

≥ 1
2 . Therefore

∫ (C2νn)
1

q+1 π

0

ϕp−1e−
n−1

n
ϕq+1

dϕ ≤

∫ ∞

0

ϕp−1e−
1
2 ϕq+1

dϕ

which is a convergent integral. So we can write

∫ π

0

nCνθp−1(1 − C2νθq+1)n−1dθ ≤ C(nν)1−
p

q+1

for some constant C which does not depend on n and ν. Using the same method
we get that

∫ π

0

n(n − 1)Cν2θ2p(1 − C2νθq+1)n−2dθ ≤ C(νn)2−
2p+1
q+1 .

So

|an
j | ≤

C

n(ν − α)2

(

(nν)1−
p

q+1 + (nν)2−
2p+1
q+1

)

.

So

∣

∣an
j

∣

∣ ≤
C

n2(ν − α)2

(

(nν)1−
p

q+1 + (nν)2−
2p+1
q+1

)

≤
C

n2(ν − α)2
(nν)

2(q−p)+1
q+1 . (38)

Let us now assume that p = q

∣

∣an
j

∣

∣ ≤
C

n2(ν − α)2
(nν)

1
p+1 . (39)

This is our second estimate for |an
j |

End of the proof It remains to estimate
∑

j |a
n
j | to get a bound for the L1

norm of the operator. One has

∑

j

|an
j | =

∑

j: |j−nν|≤N

|an
j | +

∑

j: |j−nν|>N

|an
j |.

For the first sum we use estimate (35) except perhaps for one of the an
j for which

we us |an
j | ≤ 1 (see (33)). We get

∑

j: |j−nν|≤N

|an
j | ≤ 1 + 2N ×

C

(nν)
1

p+1

.
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For the second sum we use (39) recalling that α = j
n
. We get

∑

j: |j−nν|>N

|an
j | ≤ C(nν)

1
p+1



2
∑

j>N

1

j2



 .

The series is bounded by

∑

j>N

1

j2
≤

∫

N

dx

x2
=

1

N
.

Therefore

∑

j: |j−nν|>(nν)
1

p+1

|an
j | ≤ 1 + 2N ×

C

(nν)
1

p+1

+ C(nν)
1

p+1
1

N

for a constant which does not depend on n and ν. The optimal value of N is

N = (nν)
1

p+1 . Finally it proves that
∑

j |a
n
j | is bounded uniformly with respect

to n and ν. It ends the proof.

Remark 7. If q > p then estimate (38) is not sharp enough and it is not possible
to bound the series uniformly. The case q = p + 1 deserve some particular
interest because it corresponds to the Lax Wendroff scheme for ν away from
zero. Assume for convenience that ν is bounded away from 0 and 1 that all
constants are uniformly bounded (see the discussion in the numerical section),

one looses a n
2

q+1 = n
2

p+3 in (38). So finally one gets

If q = p + 1 then
∑

j

|an
j | ≤ 1 + C

N

n
1

q+1

+ C
n

3
q+1

N
≤ Cn

1
q+1 (40)

by taking the optimal value N = n
2

q+1 . For the Lax-Wendroff and Beam-
Warming schemes q = 3. So one gets (for ν away from 0 and 1) a bound

∑

j

|an
j | ≤ Cn

1
4 (41)

which reveals a increasing L1 norm of the power of the iteration operator. For
the Lax Wendroff scheme C2 is not uniformly bounded from below for ν → 0.
It means the approximation (41) is not valid for small Courant numbers.

5 Convergence in L
1 (proof of theorem 2)

For the proof of theorem 2 we use the same method as in the proof of theorem
5. First the order of convergence is ∆xp for a solution which is differentiable
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p + 1 times in L1. Then we consider a solution only in BV and we regularize it.
This shows the error is upper bounded by

||un − vn||L1 ≤ C

(

ε +
∆xp

εp
T + ∆x

)

|u|BV

where ∆x is the interpolation error and is an order in L1 for a solution in BV .

Now the optimal value of ε is ε = ∆
p

p+1 T
1

p+1 . It ends the proof of the theorem.

Remark 8. Using the same method of the proof but for the Lax-Wendroff and
Beam-Warming schemes (and assuming (41) is true) one gets an error

||un − vn||L1 ≤ C

(

ε +
∆x2

ε2
n

1
4 T + ∆x

)

|u|BV .

The optimal value of ε is now

ε = ∆x
2
3−

1
12 T

1
2 , (n =

T

∆t
=

∆xT

a
).

It means we loose a (small) factor 1
12 with respect to the optimal value which

should be 2
3 . One more times this is not true for small Courant number for the

Lax Wendroff scheme.

Remark 9. The schemes which are classically used for wave computations are
non dissipative [1, 6]. With our notations it means q = ∞. Most probably these
schemes are not stable in L1 neither in L∞ even in dimension one.

6 Numerical experiments

We study the stability and convergence in L1 by means of numerical tests and
comparisons with the theoretical results. All numerical tests have done with
periodic boundary conditions.

First the initial condition is a (numerical) Dirac profile. That the discrete
initialization is one in one cell and zero in all other cells. The L1 norm of the
upwind, Lax-Wendroff, Beam-Warming and order three schemes are displayed
in figure 1 (Lax-Wendroff) and 2 (order three). For this CFL ν the results
for the Beam-Warming scheme are quite similar to those of the Lax-Wendroff
scheme. For the simulation with 800 cells, a very good approximation is

t 7→ Ctα, α ≈ 0.1058

which is smaller than the theoretical bound αtheor = 1
4 = 0.25 (see (40) with

q = 3). On the other hand the A-stability of the third order scheme is evident
on figure 2. Similar results have been observed at any order 1 ≤ p ≤ 20 for the
schemes defined in [3].

Newt we study the convergence of these schemes to the numerical solution
issued from the discontinuous initial data

u0(x) = 1 for 0 < x < 0.5, u0(x) = 1 for 0.5 < x < 1
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Figure 1: Non A-stability in L1 of the Lax-Wendroff scheme. The norm increases
with respect to T and 1

∆x
. Computations done with 100, 200, 400 and 800 cells

on aperiodic domain. Final time T = 10. The CFL number is ν = 0.2.

with periodic boundary conditions. In table 2 are given the errors and exper-
imental order of convergence in the L1 norm. All schemes seem to converge
with the order p

p+1 where p = 1 for Upwind, p = 2 for Lax-Wendroff and Beam-
Warming and p = 3 for O3. For Upwind and O3 this is exactly the theoretical
prediction. For Lax-Wendroff and Beam-Warming it can appear as quite sur-
prising. However it is somehow compatible with remark 8 which shows the loss
of convergence order is bounded by 1

12 . This is probably too small to be able to
distinguish it in our numerical tests.

Table 3 shows the numerical orders of convergence in L2 are compatible with
the theory.

Table 4 shows the numerical orders of convergence in L1 and L2 for a small
Courant number ν = 0.001. In such a case the dispersion of the Lax-Wendroff

scheme − ν(1−ν2)
6 outperforms the diffusion ν2(1−ν2)

8 because there is a ν2 in the
diffusion coefficient. The hypotheses of remark 7 are no more true (C2 = 0
with our notations (16)). In this case the numerical order of convergence of the
Lax-Wendroff scheme is clearly lower than 2

3 . It is remarka le to notice that the
order of convergence in L2 ( 1

3 ) is compatible with the theory. The O3 scheme
convergence rate is in agreement with the theory both in L1 and L2.

One has the same behavior for the Beam-Warming scheme and the O3
scheme for large Courant numbers. In the numerical test of table 5 the Courant
number is ν = 0.99. The final time must be large enough for letting the oscilla-

tions. The explanation is the same: for large ν ≈ 1 the dispersion ν(ν−1)(ν−2)
6
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Figure 2: A-stability in L1 of the order-3 scheme. The norm is uniformly
bounded with respect to T and 1

∆x
. Computations done with 100, 200, 400

and 800 cells on a periodic domain. Final time T = 10. The CFL number is
ν = 0.2.

is much greater than diffusion − ν(1−ν)2(2−ν)
8 , see equation (12).

Finally we show the numerical profiles figure in 3. LW and O3 for a artificially
small Courant number ν = 0.01. Non optimal rate of convergence for LW of
(tables 4 is correlated with huge oscillations.

Cells Upwind LW BW O3

100 0.142533 0.105236 0.090885 0.039297
200 0.100855 0.070092 0.060767 0.023352
400 0.071349 0.046024 0.040658 0.013926
800 0.050457 0.030256 0.026857 0.008292
1600 0.035679 0.019958 0.017683 0.004943

order 1
2

2
3

2
3

3
4

Table 2: Errors and order of convergence in L1. CFL=0.2

The author warmly thanks Phillipe Villedieu for many fruitful dis-

cussions about the in-and-outs of high order finite volume transport

schemes.
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100 Upwind LW BW O3

100 0.204370 0.165566 0.154501 0.100967
200 0.171888 0.132580 0.125728 0.078042
400 0.144545 0.104283 0.103494 0.059947
800 0.121560 0.083612 0.083504 0.046356
1600 0.102227 0.067617 0.066693 0.035915

order 1
4

1
3

1
3

3
8

Table 3: Errors and order of convergence in L2. CFL=0.2

cells LW (L1) LW (L2) O3 (L1) O3 (L2)

100 0.136120 0.183949 0.040989 0.102097
800 0.056499 0.094048 0.008625 0.047275

order 1
3 < 0.42 < 2

3
1
3

3
4

3
8

Table 4: Errors and order of convergence in L1 and L2. CFL=0.001. The
convergence of LW is non optimal in L1
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