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Abstract
Mobile Ad-Hoc Networks are currently experiencing a second youth in terms of research interest as well as providing
benefits to our society. Clearly, this has been fostered by the wide range of applications that have become actually feasible
thanks to the pervasive and increasing presence of smartphones, drones, sensors and other small devices with communication
and sensing capability. Aiming to deploy solutions able to self-organize without the need for any infrastructure support,
packet routing remains an open and critical research problem. Several routing solutions have been conceived to guarantee
delivery and low overhead in this context. A promising approach, trying to limit the information needed and stored in
the network, is represented by stateless solutions, a class of solutions not relying on topology state information. However,
since they exploit local knowledge, the achieved performance in terms of packet delivery and latency is not always up to
expectations. To this aim, we propose a dynamic routing protocol based on a tabu search approach, relying on local network
knowledge and in-packet short-term memory to alleviate the local minima problem. A through experimental assessment is
conducted, measuring protocol performance under different configurations and profiles, evidencing its benefits.

Keywords Tabu search · Routing protocol · MANET · Network performance

1 Introduction

Wireless networks have been extensively explored and
plenty of research effort has been devoted to devise optimal
and reliable routing strategies for wireless Mobile Ad-hoc
Networks (MANETs), which, nowadays, still remains a
major issue. Indeed, the widespread popularity of devices
with networking capability such as smartphones, drones,
sensors, vehicles, and even bicycles is creating a scenario
with many nodes that are currently connected through the
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Internet, thus elongating the network path and, even worse,
augmenting the overhead burden on the infrastructure [1–3].
Instead, direct (multihop) communication may represent
a better choice especially with applications that involve
local generation, consumption and propagation of informa-
tion [4–8].

Involved application scenarios may regard a wast
plethora of innovative services improving the wellness
of our society in many ways, including agriculture 2.0.
industry 4.0, environmental sensing, smart transportation,
and smart cities in general [9–14].

In this context, stateless routing protocols represent a
promising approach for MANETs in which no session infor-
mation is retained by routers or packets for data packet
routing. In contrast to stateful routing protocols, e.g., Ad-
hoc On-demand Distance Vector (AODV), stateless solu-
tions handle each forwarding decision as an independent
transaction, without the need of storing past events or other
state information [15–17]. Therefore, stateless design does
not require any memory, which would otherwise be used
to store such information [18]. One class of such solutions
are position-based routing protocols, which rely on loca-
tion information of nodes to forward the data. In specific,
each node is capable of obtaining its geographic position
(e.g., by using an embedded GPS or another geo-location
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system), taking the forwarding decision relying solely on
the position of the destination and of its neighbors. How-
ever, it has been demonstrated that stateless routing pro-
tocols, as strategies based on local knowledge, are limited
in terms of packet delivery and latency performance. The
major issue still nowadays, regardless whether we consider
classic MANETs or specific versions including vehicles
or even drones, is represented by the local minima phe-
nomenon [19–21]. Greedy approaches are a representative
class of stateless protocols, relying on local information
(e.g., in terms of minimum distance) forwarding the packet
toward a destination.

In this context, intermediate next hop routing decisions
are based on selecting the neighbor which has the
closest distance, compass setting, or some other measure
quantifying the forwarding progress. This approach has the
advantage of not requiring maintenance of routing tables
or route construction prior to or during the forwarding
process [22]. Furthermore, the forwarding process is by
design able to adapt to changes in the topology of
the network, selecting the next best hop among those
actually available in that very moment, without the need
for route construction, table maintenance, or any other
routing/topology information dissemination. Therefore,
greedy solutions generally embody stateless, low overhead
and low latency routing solutions for MANETs. On the
other hand, in the case no neighbor is associated with a
progress towards destination, the packet gets stuck into a
local minimum and the algorithm fails. Recovery strategies
are typically adopted to escape from local minima; yet, the
delivery is still not guaranteed [23, 24].

In this paper, we consider a general MANET, which
may include sensors, vehicles, drones, mobile users, etc.
and propose the Location Dynamic Tabu (LDT) routing
protocol, a tabu-based routing approach to support position-
based strategies. Our solution relies on limited additional
information stored in the data packet to take past actions
into account in order to avoid local minima. Basically,
the data packet includes a list of recently visited nodes.
The algorithm design follows the tabu search principle,
introduced by [25] in the context of combinatorial
optimization as a strategy to escape from local optima, in
which every past state in the list is considered tabu (i.e.,
prohibited) and hence not chosen for the next state change.
The length of this tabu list defines the number of visits
that are considered recent and hence the nodes that are
considered as tabu. As soon as new nodes enter in the
list, old ones are eliminated thus becoming again eligible
forwarders. In this article, considerations on the network
overhead of the solution and an experimental assessment are
discussed, evidencing the benefits of the approach.

The article is organized as follows: in Section 2,
we provide a synthetic overview of prior work in the

domain. Section 3 introduces the network model and some
notations, while Section 4 details some design choices
behind the proposed routing scheme. Section 5 presents the
performance evaluation and comparison of our approach to
prior work. Finally, Section 6 draws the conclusions and
outlines some future work.

2 Related work

The focus on the network overhead for packet forwarding
is not recent. In [26], a Depth First Search (DFS) strategy
for position-based routing is proposed. Each node, upon
receiving a packet, sorts all its neighbors according to a
distance (to the destination) criteria and forwards the packet
to the first node. The method makes sure the same packet
will no longer be managed by that node by storing a list of
received packet identifiers in every node. In our approach,
in contrast, we reduce the total memory usage by storing
only the tabu list, and only one copy of it maintained in the
packet itself.

Other proposals try to hybridize geo-routing with classic
solutions (e.g., AODV). In [27], the authors discuss Greedy-
Closer Request (GCR) an attempt to combine the benefits of
both approaches. Whenever the greedy forwarding process
stalls, GCR recovers by employing a topology, reactive-
based approach such as
AODV. The idea is to design a routing protocol able to
change its behavior according to the local condition of
the network. In particular, the protocol switches between
two modes: greedy-mode and creq-mode (closer request-
mode). GCR starts with the former, forwarding the packet
always to the closest node to the destination. The greedy-
mode remains active until a local minimum is reached.
Then, the protocol switches to creq-mode, with the aim
of looking for a node in the network that is closer to
the destination than the local minimum. Several works
apply tabu search as a centralized optimization technique to
solve different problems arising in MANETs, like network
configuration, traffic routing, etc. [28, 29]. Concerning
packet forwarding, a tabu-based routing protocol for sensor
networks is proposed in [30]. The choice of the next sensor
node to route a packet is based on a cost function value.
The cost function is determined for each neighbor according
to the node’s remaining energy and the distance to the
sink. The strategy proceeds by forwarding the packet to the
neighbor node that optimizes the cost function. A tabu flag
associated with each node is set to true when the node is
visited by the packet, and reset to false when the packet
arrives to the sink. When a node is visited by the packet,
its identifier is included in the tabu list. When the packet
arrives to the sink, all the flags are reset. Differently from
our solution, no decentralized tabu list is maintained and the
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mechanisms to exchange the tabu information, as well as the
length of the tabu list, are not discussed. Furthermore, no
mechanism is considered to deal with the case when all the
neighbors are tabu, where the algorithm fails.

Another work that uses tabu search for routing is [29],
which proposes a way to find the optimal path from source
to destination using a meta-heuristic strategy. The algorithm
analyzes the network state and performs an optimization
process to minimize an objective function. Differently from
our work, this approach requires the existence of an initial
solution (a valid path from source to destination) and the
complete knowledge of the network by every node. Clearly
this is significantly different from our proposal, as we start
from not having a path, the process is initiated from the
source node, and where each node relies only on local
network information, beyond the position of the destination
node, as usual in position-based routing.

3 Systemmodel and notation

In the aforementioned scenario, we consider a general
connected MANET, in which a path from any node to
any other one exists. We have considered a network model
where nodes have unique IDs and a position. On top of
this, a location-based approach is then used for routing.
Considering this, the discussed solution is then independent
of the specific network protocol that could be employed.

A beaconing scheme, which allows nodes to know the
locations of their neighbors, is assumed [31, 32]. Each
beacon is a tiny packet containing the node’s identifier
(e.g., its MAC address) and location, in terms of 2D/3D
coordinates. A neighbor table maintains the list of all the
nodes from which a beacon has been received. By knowing
their neighborhood, nodes can forward packets with a
specific location forwarding criteria. In this work, we do not
explore the beaconing process; we simply assume it exists,
as usual for position-based routing protocols, and we keep it
in its basic form i.e. a periodic process through which nodes
notify their presence to their neighborhood.

3.1 Greedy Routing

The greedy algorithm is a single-path, stateless forwarding
strategy, appearing in network routing in terms of progress
forwarding. Using a greedy approach, a packet is forwarded
by the current node to a neighboring node which makes a
(or the best) progress towards the destination node. Starting
from the source node, at each step, the packet is forwarded
to the best available neighbor, until the destination node is
reached or no other neighbor node can be explored. The
term best is related with the notion of progress; typically, it
is defined according to the distance to a destination node.

Hence, the best progress is made by the closest node to
the destination. If none of the nodes is closer than the
current one, greedy fails, as it is not able to find any
progress. The node in which the packet gets stuck is called a
local minimum. Greedy represents a good solution for high
density networks, since it tends to reach the destination in
few hops, but suffers from the local minima problem, that
can lead to a low packet delivery rate [33].

3.2 Tabu Search

Tabu search is a combinatorial optimization technique based
on local search and exploiting memory to escape from local
optima [25]. The basic tabu search scheme requires an initial
solution, a method to quickly obtain new neighbor solutions
by modifying an initial one, and a tabu list. The search
starts from the initial solution and explores and evaluates
its neighbor solutions. The process iteratively moves to the
best neighbor, in the attempt of obtaining better and better
solutions according to an objective function. To overpass
local optima, tabu search allows visiting non-improving
neighbors, with the risk of getting stuck in a cycle. To
address the problem, the last l visited solutions are stored
in a tabu list and considered tabu: this excludes cycles of
length up to l and, empirically, relatively small values of l

prevent cycling at all.
In the context of packet routing, we consider each

network node as a solutions of the tabu search scheme, the
nodes in the neighbor table as the neighbor solutions, and
the notion of progress adopted in the greedy routing (e.g.,
the minimization of the distance to the destination) as the
objective function.

4 Location dynamic tabu routing

Our proposed forwarding algorithm is based on a greedy
strategy. During the forwarding process, a tabu list is stored
within the data packet containing a list of node identifiers.
Every time a node is traversed by the packet, its identifier
is added to the tabu list. When a packet is forwarded, nodes
included in the tabu list are not considered as possible
next-hops toward the destination, and the best available
remaining neighbor node is chosen instead.

Generally, the protocol works as mentioned; yet, the
following exceptions must be considered. If a packet arrives
to a node having all its neighbors marked as tabu, the packet
gets stuck in that node, as no progress can be attained.
Another issue is the possibility to fall into a cycling path
when the tabu list is not long enough to contain all the
nodes in that cycle, allowing those no longer tabu, to be
again selected as next nodes (whereas they should not).
Explaining our proposal, we describe a series of improving
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heuristics, designed to solve these issues and enhance the
performance of the routing algorithm.

4.1 Clearing the tabu list

In case a packet arrives at a node having no eligible
neighbors as a valid next hop (i.e. all the neighbors are in
the tabu list), the algorithm would fail. To avoid this, we add
the following rule: if the neighborhood is empty, then the
tabu list is cleared and the forwarding can resume. Figure 1
illustrates an example: the source node a starts to forward
a data packet, which travels through intermediate nodes
towards the destination n. While travelling, every node’s
identifier is stored into the packet’s tabu list, until node e, a
local minimum, is reached (Fig. 1a). Since d is a tabu node,
no non-tabu neighbor is available and the algorithm would
fail; according to our solution, the tabu list is cleared and the
greedy approach can resume to forward the packet through
a new path, finally reaching n (Fig. 1b).

4.2 Dynamic tabu list

Adopting a fixed tabu list length may lead to two extreme
cases. A long list, if only few nodes are actually needed to
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Fig. 1 Tabu Search execution example; a packet is sent by the source
node a towards the destination node m (l = 3)

be tagged as tabu, is a waste of memory and causes network
overhead. On the other hand, with a short list, we may not
have enough space to store tabu nodes such that we prevent
packets from getting stuck in a cycle. For example, if we
consider Fig. 2, which shows the case l = 2, since node d is
closer to n than i, the packet will get stuck in the cycle e −
d−f −g−d−e. To address this issue, we define a dynamic
tabu list, which increases or decreases its length when
needed. To determine when we need to increase the tabu
list’s size, we count the number w of successive forwards
that did not lead to an improvement. If, after X forwards, the
packet (w = X), we assume that l is not large enough to deal
with this local minimum; hence, we increase l by S, S being
the initial tabu list length, and we reset w. Once the packet
gets again closer to the destination than the local minimum,
the list length is reset to its initial value to only store the S

last visited nodes. Algorithm 1 illustrates our LDT routing
protocol as executed at each node. The protocol starts at the
source node s with a tabu list t l of initial size S, typically
a small value (e.g., 3), stored into the data packet p. Other
variables are stored in p: the initial global distance gd

between s and the destination d, corresponding to the up-to-
date minimum distance reached; a counter w (i.e., harmful
forwards counter) initialized to 0, counting how many hops
have been successively performed without getting closer to
d with respect to gd; a t t l field, accounting for the total
number of hops the packet has traversed, initialized to a
T T L MAX value and decremented after each forward. The
algorithm terminates either when the destination is reached
or t t l becomes 0. As soon as the packet reaches a global
progress towards d, gd is updated with the new distance
and w goes back to 0. Every time a forwarded packet does
not reach a shorter distance to d than gd , w is incremented
by 1. Clearly, in this case, the current gd value represents
the distance between the current local minimum m

and d.
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Fig. 2 Tabu Search execution with l = 2. The node g selects d as next
node, leading the system into a cycle
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5 Performance evaluation

In this section, we evaluate the performance of our proposal
against classic routing solutions. Following, is a second set
of experiments aimed at comparing the scheme employing
a dynamic tabu list approach against the fixed size strategy.
In both cases, the considered metrics include the delivery
ratio and incurred overhead. Simulations have been con-
ducted in a custom Java-made simulator (code available
in [34]), specifically implemented for this study. Our sim-
ulator allows to specify nodes’ position and movements
as well as the rules for packet forwarding. We have pre-
ferred to use our simulator instead of existing ones such
as, for instance, NS2 or NS3, as we wanted to focus

only on the forwarding process without the details about
the wireless physical model/layer, the transport/application
protocols, etc. Indeed, these details could have hidden prop-
erties, behaviours or problems specifically related to the
considered protocol mixing routing aspects with unrelated
ones.

Our aim is that of studying the behavior of analyzed
routing protocols in a general MANET, considering a
wide range of application scenarios which may include
sensors, vehicles, drones, mobile users, etc. in smart homes,
campuses, cities, farms and industries. We believe that
this generality is crucial when evaluating a new routing
mechanism. To this aim we have considered randomly
generated topologies with different node density, thus
covering several possible use cases and going beyond basic
scenarios. Of course, future work may include the analysis
of specific use cases.

5.1 Comparison with classic solutions

To demonstrate the benefits of employing LDT, we
compared its performance against a classic topology-based
routing algorithm, AODV, and two position-based ones:
Greedy and GCR. We consider a 2D scenario characterized
by a square area of 750m × 750m and a number of
nodes varying from 50 to 300 with an increment step
of 25. Nodes are placed randomly while the placement
procedure makes sure the network is connected. For
each number configuration, we perform a total of 500
runs, each employing a topology. Every run simulates the
transmission of a single packet from a random source
to a random destination. The transmission range is set
to 100m. The tabu size is set to 3 and T T L MAX to
100.

Results show the performance in terms of delivery
ratio, number of hops and number of nodes involved by
the transmission of a packet, number of routing packets
transmissions and total overhead. Each value in the charts is
the average computed over the total number of runs. As seen
in Fig. 3, LDT is able to reach a delivery ratio of almost 90%
even in the worst, low network density, case (125 nodes).
This is a very good result as it shows that our solution
achieves delivery ratios similar to protocols that intensively
use memory (e.g., AODV). Although the average number
of hops needed to reach the destination is slightly higher
in the worst case, as shown in Fig. 4, from 200 nodes on,
the average number of hops is similar to the other solutions.
In terms of involved nodes (Fig. 5), with respect to AODV
and GCR, LDT does not need to involve many intermediate
nodes, since it does not transmit any control packet, e.g.,
Request Packets (RREQ) in case of AODV. This is also
reported in Fig. 6, showing that the amount of control
packets used by LDT is always 0, as for Greedy. This makes
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Fig. 3 Packet delivery ratio with
varying node density
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LDT scalable for high density networks: indeed, the higher
the network density, the higher the delivery ratio, up to
100% (see Fig. 3), without increasing the control overhead
and number of traversed hops.

The routing overhead reported in Fig. 7 corresponds to
the amount of bytes sent during the routing process to
deliver a single data packet. For the sake of generality,
we just take into account the routing information strictly

needed to the single packet routing (e.g., reserved bits field
of the RREQ packet is not considered when computing the
overhead). Results show that LDT’s performance is better
or comparable to those of other state-of-the-art protocols, as
one may expect, since LDT relies only on the information
in the tabu list for its forwarding process.

The only exception is Greedy, which, however, is the
worst in terms of delivery, as seen in Fig. 3. As expected,

Fig. 4 Average number of hops
traversed
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Fig. 5 Number of nodes
involved at least once in
forwarding the data packet
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AODV produces significant routing traffic, which increases
proportionally with the number of nodes due to its broadcast
phase.

5.2 Static vs dynamic

In order to demonstrate the effectiveness of the dynamic
feature in LDT, a comparison with similar routing methods,

but using a fixed tabu list length, is presented. In this case
we consider five different tabu list sizes: 5, 10, 15, 20, 25;
each instance is performed in topologies of 50, 100, 150
and 200 nodes, respectively. Finally, the dynamic version
(LDT) with an initial tabu size of 3 nodes is considered.
The simulation results are shown in Fig. 8 (delivery ration),
Fig. 9 (average number of hops), and Fig. 10 (average tabu
list length).

Fig. 6 Average number of
control packets sent
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Fig. 7 Routing overhead
measured in terms of bytes
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As expected, LDT is always able to provide the highest
data delivery when compared to the strategy employing a
fixed length (Fig. 8). Indeed, any choice of length gets
associated sometimes to a local minimum that can instead
be solved with the use of a longer tabu list, as achieved by
LDT thanks to its adaptability.

On the other hand, in order to address some local minima,
LDT has to try different tabu list lengths, in sequence,
until finding one that allows to actually proceed towards
destination. The ability to overcome a local minimum
depends on the ability to attempt longer explorations of
nodes around and this is ensured by longer tabu list lengths.

Yet, finding a way to reach a destination around complex
local minima implies the use of long, tortuous, paths with a
high number of hops. This is clearly visible in Fig. 9, where
using a longer tabu list or a dynamic one (even a very long
one if needed) as LDT is associated to a higher average
number of hops: the average is, in fact, affected by those
cases where some complex local minima was solved thanks
to a long tabu list.

Furthermore, LDT has another advantage over the fixed
tabu list alternative: it employs on average a shorter list
length (Fig. 10). Indeed, LDT uses a very short tabu list
(only three elements as initial setting) with the exception of

Fig. 8 Packet delivery ratio with
varying node density
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Fig. 9 Average number of hops
traversed by the data packets
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those cases where a longer one is useful to overcome local
minima. Hence, using a dynamic tabu list provides a good
tradeoff solution between data delivery and low overhead.
Yet, an upper limit could of course be set to prevent an
excessive growth of the list and, as a consequence, of the
packet size.

6 Conclusion

We have designed and implemented a tabu-based routing
scheme for MANETs, named LDT, introducing a heuristics
to complement the local knowledge of the greedy algorithm.
Comparing our strategy with other state-of-the-art solutions,
we can see significant benefits in terms of routing overhead
and generated traffic, at the cost of slightly extending, in

some cases, the travelled path towards destination. Actually,
for high density networks, the performance improves
without any overhead drawback.

Moreover, significant improvements in terms of routing
overhead (involved nodes and forwarded bytes) are obtained
for the critical case of low density networks, where LDT
provides an interesting trade-off between overhead and
delivery ratio.

In conclusion, we have demonstrated that adopting a
decentralized light memory-based heuristic (with a little
information, the tabu list, added only in the packet), bound
with a typical position-based routing protocol, may be a
good trade-off between opposite philosophical approaches
and a successful strategy for packet routing in MANETs.

This work can of course be expanded in several
directions. To this aim, we intend to compare our solution

Fig. 10 Total number of
forwarded node IDs per
configuration, in average
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with alternative protocols and testing it in specific case
studies (e.g., smart homes, campuses, cities, farms and
industries [35, 36]) as well as applications (e.g., sensing,
tourism, gaming [37–39])).
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