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Abstract The Edgeworth expansion for an additive functional of an ergodic diffusion
is validated under fairly weak conditions. The validation procedure does not depend
on the stationarity or the geometric mixing property, but exploits the strong Markov
property of the process. In particular for an Itô-diffusion of dimension one, verifiable
conditions for the validity of the expansion are given in terms of the coefficients of the
corresponding stochastic differential equation. The maximum likelihood estimator for
the CIR process is treated as example.

Mathematics Subject Classification (2000) 60F05 · 60J25 · 60J55 · 62E20

1 Introduction

The Edgeworth expansion (EE) is a refinement of the central limit theorem and has
played an important role in statistics. Bhattacharya and Rao [5] and Hall [13] investi-
gated the EE for independently and identically distributed (IID) sequences in detail.
For weakly dependent sequences, Götze and Hipp [12] validated the EE by assum-
ing the geometric mixing property. Their argument was extended to continuous-time
processes by Kusuoka and Yoshida [16] and Yoshida [25]. Their methods based on
mixing properties are, however, less direct for Markov processes in a sense than the
so-called regenerative method; Malinovskii [17] and Jensen [14] validated the EE for
a wider class of strongly dependent Markov chains by the regenerative method (see
Bolthausen [6,7], Bertail and Clémençon [1]).

The present article validates the EE for continuous-time strong Markov processes
by extending the argument of Malinovskii [17]. Let X = (Xt )t≥0 be such a process
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2 M. Fukasawa

and Z = (Zt )t≥0 be an n-dimensional additive functional of X . Denote by Pν the law
of X with initial distribution ν. We prove that for a given sufficiently smooth function
A : R

n → R,

sup
B∈B(R)

∣
∣
∣
∣
∣
∣

Pν
[√

T (A(ZT /T )− A(γ ))/σ ∈ B
]

−
∫

B

pT (z)dz

∣
∣
∣
∣
∣
∣

= O(T −1) (1)

as T → ∞ where B(R) is the Borel σ -field of R,

pT (z) = φ(z)

{

1 + T −1/2
{

A1

σ
z + A2

6σ 3 (z
3 − 3z)

}}

, (2)

φ is the density of the standard normal distribution and γ , σ , A j , j = 1, 2 are constants
written explicitly in terms of moments of certain distributions depending on X and Z .
As an application, we consider the case that X is the weak solution of the stochastic
differential equation (SDE)

d Xt = b(Xt )dt + c(Xt )d Bt , X0 ∼ ν (3)

where B = (Bt ) is a standard Brownian motion. Sufficient conditions for the validity
of the EE (1) are presented in terms of the coefficients b and c. Note that we can
also derive the validity of the asymptotic expansions of various estimators such as the
maximum likelihood estimator in the context of parametric inference for b based on
X by means of the delta method (see e.g., Hall [13], Sect. 2.7).

As mentioned above, Kusuoka and Yoshida [16] and Yoshida [25] established the
EE for continuous-time processes with a mixing property. Although their framework
itself is widely applicable to various contexts, the coefficients of their expansion are
written in terms of the cumulants of T −1/2 ZT , which hampers the practical use of their
results. In contrast, the coefficients γ , σ and A j in the formula (2) are independent of
T ; the effect of the initial distribution ν is specified in the definition of the coefficient
A1. Note also that our results can be applied to a wider class of one-dimensional dif-
fusions including non-stationary diffusions, diffusions whose α-mixing coefficients
decay slowly, and Itô-diffusions whose coefficients b and c ( in (3)) are not smooth.

The paper is organized as follows. In Sect. 2, we introduce notation and state our
basic result. Section 3 gives sufficient conditions for Itô-diffusions and includes the
expansion formula of the maximum likelihood estimator of the CIR processes. The
proof of the basic result and several remarks are in Sect. 4.

2 Notation and results

Here we give a rigorous formulation. We suppose that X is a càdlàg strong Markov
process with state space E and infinite lifetime. We also suppose without loss of gen-
erality that X is canonical, i.e., Xt (ω) = ω(t) for t ≥ 0, ω ∈ D where D is the set of
the càdlàg mappings from [0,∞) to E . Recall that Pν is the law of X with X0 ∼ ν,

123



Edgeworth expansion for ergodic diffusions 3

where ν is a given distribution on E . Let Px stand for Pδx for x ∈ E . Throughout this
paper, the filtration is supposed to be the canonical one of X .

Definition 1 Let T be a given finite stopping time. The shift operator θT is a mapping
θT : D → D defined as

θT (ω)(t) = ω(t + T (ω)), t ∈ [0,∞), ω ∈ D.

For example, we have Xt ◦ θT = Xt+T for deterministic t ≥ 0, and for the hitting
time Hx defined as Hx = inf{t ≥ 0; Xt = x}, x ∈ E , we have

Hx ◦ θT = inf{t ≥ 0; Xt+T = x} = inf{t ≥ T ; Xt = x} − T .

Moreover, it holds Hx,y : = Hy + Hx ◦ θHy = inf{t ≥ Hy; Xt = x} for any x, y ∈ E
if Hy is a.s. finite.

Definition 2 An adapted process Z is said to be an additive functional if it holds

ZT +S◦θT = ZT + ZS ◦ θT

for any finite stopping times S and T .

An example of additive functionals is Zt = u(Xt ) − u(X0) where u is a given mea-
surable function u : E → R. Another example is Zt = ∫ t

0 u(Xt )dt .
Now, fix n ∈ N and n-dimensional additive functional Z . Let us introduce an

assumption which we will refer as (A1-s, x, y) for s ∈ N, x, y ∈ E , x �= y.

(A1-s, x, y): Assume

Pν[H2
x,y] + Pν[|Z Hx,y |2] + Px [Hs

x,y] + Px [|Z Hx,y |s] + Px

⎡

⎢
⎣

Hx,y∫

0

|Zt |2dt

⎤

⎥
⎦

to be finite.
Since Hx,y corresponds to the so-called regeneration time in the context of the

regenerative method, this condition is related to the ergodicity of X . Here we used
another point y in order to define the regeneration time which is a.s. positive. Hereafter
we at least assume that there exist x, y such that (A1-2, x, y) holds. Then, we can put
αx,y = Px [Hx,y] > 0, βx,y = Px [Z Hx,y ] ∈ R

n and Z̄x,y = Z Hx,y − Hx,yβx,y/αx,y .
Assume without loss of generality that there exists 0 ≤ n′ ≤ n such that Z̄x,y has
the form Z̄x,y = (Gx,y, Nx,y), where Gx,y is an n′-dimensional random vector which
has no Px -a.s. zero components and Nx,y is an (n − n′)-dimensional random vector
with Nx,y = 0, Px -a.s.. Then, let Zx,y stand for the (n′ + 1)-dim random vector
(Gx,y, Hx,y). We will assume
(A2-x, y): There exists p ≥ 1 such that

∫

Rn′+1

|Px [exp{u · Zx,y}]|pdu < ∞.
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4 M. Fukasawa

(A2-x, y) requires the law of Zx,y to be smooth, which is related to the reason why
we eliminated the Px -degenerate component Nx,y when we defined Zx,y .

Now, we would like to describe the coefficients of the EE. Denote by Σ0
x,y the

covariance matrix of Gx,y . Put γ = (γ j )1≤ j≤n = βx,y/αx,y ,

Γ = (γi, j )1≤i, j,≤n′ = Σ0
x,y/αx,y and ρ = (ρ j )1≤ j≤n′ = Px [Gx,y Hx,y].

Here we dropped the suffix ‘x, y’ in the definitions of γ , Γ and ρ for short. Note that
γ and Γ actually do not depend on x, y because they are nothing but the asymptotic
mean and variance of ZT respectively in the light of (1), while ρ does. For a given
function A : R

n → R, assume that A is four times continuously differentiable in a
neighborhood of γ . Put for 1 ≤ i, j,≤ n,

a j = ∂ j A(γ ), ai, j = ∂i∂ j A(γ ), σ =

√
√
√
√
√

n′
∑

i, j=1

ai a jγi, j (4)

and a = (a j ) ∈ R
n .

Theorem 1 Assume (A1-(n′ + 2) ∨ 4, x, y), (A2-x, y) and σ > 0. Then, there exists
a unique stationary distribution µ of X and Pµ[|Z̄x,y |] < ∞. Moreover, it holds

sup
B∈B(R)

∣
∣
∣
∣
∣
∣

Pν
[√

T (A(ZT /T )− A(γ ))/σ ∈ B
]

−
∫

B

pT (z)dz

∣
∣
∣
∣
∣
∣

= O(T −1)

as T → ∞ where B(R) is the Borel σ -field of R,

pT (z) = φ(z)

{

1 + T −1/2
{

A1

σ
z + A2

6σ 3 (z
3 − 3z)

}}

,

φ is the density of the standard normal distribution,

A1 = a · (Pν[Z̄x,y] − Pµ[Z̄x,y]
)+ 1

2

n′
∑

i, j=1

ai, jγi, j ,

A2 =
n′
∑

i, j,k=1

ai a j akγi, j,k + 3
n′
∑

i, j,k,l=1

ai a j ak,lγi,kγ j,l , (5)

γi, j,k = (κi, j,k − ρiγ j,k − ρ jγk,i − ρkγi, j )/αx,y

and κi, j,k , 1 ≤ i, j, k ≤ n′ are the third cumulants of Gx,y .

Proof See Sect. 4. �
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Edgeworth expansion for ergodic diffusions 5

3 Itô-diffusions

3.1 Diffusions on the whole line

This section presents several sufficient conditions for the assumptions of Theorem 1
to hold. Here we suppose that E = R and that Pν is the law of the weak solution of
the stochastic differential equation (3). Assume that b is locally integrable on R and
that both c and 1/c are locally bounded on R. Define the scale function s as

s(u) =
u∫

0

exp

⎧

⎨

⎩
−2

v∫

0

b(w)

c(w)2
dw

⎫

⎬

⎭
dv,

and the speed measure m as

m(du) = m(u)du = 1

c(u)2
exp

⎧

⎨

⎩
2

u∫

0

b(w)

c(w)2
dw

⎫

⎬

⎭
du.

Assume s(R) = R and m(R) < ∞ in order to assure the ergodicity (see e.g.,
Skorokhod [23], Theorem 16). It holds then Px [Hy] < ∞ for all x, y ∈ R (see
e.g., Gikhman and Skorokhod [11], Sect. 18). Let Z (1) be an n′-dimensional additive
functional of the form

Z (1)T =
T∫

0

f (Xt )dt (6)

where f = ( f1, . . . , fn′) is a Borel function on R to R
n′

. We will consider an
n-dimensional additive functional Z = (Z (1), Z (2)) where n′ ≤ n, Z (2)· = u(X ·) −
u(X0) for a Borel function u : R → R

n−n′
. The reason why we focus on additive

functionals of this form is that many of statistics are smooth functions of some of
them in the context of parametric inference for b. Note that µ : = m/m(R) is the
stationary distribution of X and that limT →∞ ZT /T = γ = (µ[ f ], 0), 0 ∈ R

n−n′
if

f is µ-integrable (see e.g., Skorokhod [23], Theorems 16 and 18).
Let c̃(z) = c(s−1(z))s′(s−1(z)) and

ψω(t) =
t∫

0

ds

c̃(ω(s))2
, ψ−

ω (a) = inf{t ≥ 0;ψω(t) > a}

for ω ∈ D. The following argument relies on the fact that Pu = Q X̂
s(u) where Qv is

the law of a Brownian motion starting at v and X̂ : D → D is defined as

X̂(ω) = s−1(ω(ψ−
ω (·))).

See Karatzas and Shreve [15], Sect. 5.5 for details.
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6 M. Fukasawa

Lemma 1 (Borisov [8]) Consider the case n′ = 1 in (6). Let ξ < η ∈ R and δ > 0,
K > k > 0 be constants. LetΨ be the characteristic function of Z (1)Hη

under Qξ . Then,
for all d > 0 there exists B > 0 which depending only d, δ, k, and K such that

|Ψ (u)| ≤ exp
{

−B
√|u|

}

(7)

for all u with |u| > d and all f with the following property:

1. | f (ζ )| ≤ K for all ζ ∈ [2x − y, y].
2. There exists an interval ∆ ⊂ [x, y] such that |∆| = δ and | f | ≥ k on ∆.
3. Qξ [|Z (1)Hη

| < ∞] = 1.

Proof See the proof of Borisov [8], Lemma 3. �

Lemma 2 Assume that there exist two distinct points x, y ∈ R such that the follow-
ing conditions hold for the intervals ∆0 = (x ∧ y, x ∨ y) and ∆1 = s−1([s(x) −
|s(∆0)|, s(x)+ |s(∆0)|]).
1. f is bounded on ∆1,
2. f is continuous on ∆0,
3. {1, f1, . . . , fn′ } is linearly independent as a subset of C(∆0),
4. Px [|Z (1)Hy

| < ∞] = 1.

Let Ψ be the characteristic function of the (n′ + 1)-dimensional random vector
(Z (1)Hy

, Hy) under Px . Then, for all d > 0, there exists B > 0 such that the inequality

(7) holds for all u ∈ R
n′+1 with |u| > d.

Proof The assertion essentially results from Lemma 1 which treats the case that X is
a Brownian motion and n′ = 1. In fact, the law of (Z (1)Hy

, Hy) under Px equals to that
of

⎛

⎜
⎝

Ĥy∫

0

f (X̂t )dt, Ĥy

⎞

⎟
⎠ =

⎛

⎜
⎝

Hs(y)∫

0

f (s−1(Xa))

c̃(Xa)2
da,

Hs(y)∫

0

1

c̃(Xa)2
da

⎞

⎟
⎠

under Qs(x) where Ĥy = inf{t ≥ 0; X̂t = y}. Let the inner product F(v, ξ) = v ·
( f (s−1(ξ))/c̃(ξ), 1) for v ∈ R

n′+1 with |v| = 1. It is trivial that K := sup|v|=1,ξ∈s(∆1)|F(v, ξ)|<∞ and that there exists∆v⊂s(∆0) such that k(v) := infξ∈∆v |F(v, ξ)|>0.
Lemma 1 implies that for all d > 0, there exists Bv > 0 such that |Ψ (tv)| ≤
exp{−Bv

√
t} for all t > d. Let k(u, v) = infξ∈∆v |F(u, ξ)|. Since the open covering

⋃

v{u; k(u, v) > k(v)/2} of the compact set {v; |v| = 1} has a finite subcovering, the
result follows. �


Now, put N = (n′ + 2) ∨ 4 and

r = − lim sup
|z|→∞

zb(z)

c(z)2
∈ [−∞,∞].
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Edgeworth expansion for ergodic diffusions 7

Theorem 2 Assume that for constants C, k, p ∈ R and an interval I ,

1. {| f (z)| ∨ 1}z2c(z)−2 ≤ C |1 + |z||p, |u(z)| ≤ C |1 + |z||k for all z ∈ R,
2. 2r + 1 > {N p} ∨ p ∨ {2k + p},
3. {1, f1, . . . , fn′ } is continuous and linearly independent on I ,
4. ν has the 2{k ∨ p ∨ 0}-th moments.

Then, (A1-N , x, y) and (A2-x, y) hold for all x, y ∈ I .

Proof Let us prove first that (A1-s, x, y) holds for all x, y ∈ R and s ≤ N . Put
g = | f |∨1. By a similar argument to Gikhman and Skorokhod [11], Chap. 3, Sect. 15,
Theorem 2 and Sect. 18, Lemma 1, we have for any positive function ψ that

Px

⎡

⎢
⎣

Hy∫

0

ψ(Xt )g(Xt )dt

⎤

⎥
⎦ = 2

y∫

x

(s(y)− s(u))ψ(u)g(u)m(du)

+ 2(s(y)− s(x))

x∫

−∞
ψ(u)g(u)m(du) (8)

in the case x < y and

Px

⎡

⎢
⎣

Hy∫

0

ψ(Xt )g(Xt )dt

⎤

⎥
⎦ = 2(s(x)− s(y))

∞∫

x

ψ(u)g(u)m(du)

+ 2

x∫

y

(s(u)− s(y))ψ(u)g(u)m(du) (9)

in the case x > y. It is straightforward to show that that ifψ is of polynomial growth of
order q and 2r + 1 > q + p, then the right hand sides of (8) and (9) are of polynomial
growth of order q + p as x → −∞, x → ∞ respectively. In the light of Kac’s moment
formula [9], the iterative use of this fact leads to that

x �→ Px

⎡

⎢
⎣

⎧

⎪⎨

⎪⎩

Hy∫

0

g(Xt )dt

⎫

⎪⎬

⎪⎭

s⎤

⎥
⎦

is of polynomial growth of order sp as long as sp < 2r + 1.
Fix x, y ∈ I arbitrarily and then define Zx,y as before. It is now straightforward

to see that (A1-N , x, y) holds by the strong Markov property. (A2-x, y) results from
Lemma 2. �

Remark 1 It is possible to describe σ , A1 and A2 more explicitly in terms of f , s, m,
ν and derivatives of A by calculating (5) with the aid of Kac’s moment formula.
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8 M. Fukasawa

Remark 2 The results of Yoshida [25] can be applied to (3) in order to obtain the
EE if the corresponding α-mixing coefficient decays faster than the reciprocal of any
polynomial. However, it seems to have been unknown whether the EE can be validated
in the case, for example, that b(z) ∼ −r/z as |z| → ∞, r ∈ (0,∞) and c(z) ≡ 1,
for which Veretennikov [24] presents a polynomial lower bound of the corresponding
α-mixing coefficient.

Remark 3 Consider the following parametric model

d Xt = b(θ, Xt )dt + c(Xt )d Bt , X0 ∼ νθ .

Sakamoto and Yoshida [21,22] showed that M-estimators θ̂T such as the maximum
likelihood estimator of θ admits the stochastic expansion of the form

√
T (θ̂T − θ) =√

T (A(ZT /T )− θ)+ Op(T −1) under a certain smoothness condition in θ . Thus, the
asymptotic expansion of θ̂T is validated in the view of Theorem 2 with the aid of the
delta method which enables us to control the remainder Op(T −1) under an appropriate
moment condition (see e.g., Hall [13], Sect. 2.7). It is now straightforward to prove
the parametric bootstrap method to be valid in e.g., constructing second-order correct
confidence intervals of those estimators (see Mykland [18] which proved the validity
in the sense of a weak topology).

3.2 Diffusions on the half line

In the preceding subsection, we treated Itô-diffusions whose speed measures have the
whole line as their supports. The results can be extended to diffusions on the half line
E = R+ = (0,∞). Assume in (3) that b is locally integrable on R+, that both c and
1/c are locally bounded on R+ and that the support of ν is R+. Let Z = (Z (1), Z (2))
as before where f and u are considered to be functions on R+. Put

Gq
1 =

{

f : R+ → R; locally bounded Borel, lim sup
z→0

zq | f (z)| < ∞
}

,

G p
2 =

{

f : R+ → R; locally bounded Borel, lim sup
z→∞

z−p| f (z)| < ∞
}

for p, q ≥ 0 and G2 =⋃p≥0 G p
2 .

Theorem 3 Assume |1/c|2 ∨ |u|3 ∨ | f | ∈ G1
1 ∩ G2 and that there exist κ ∈ [0, 1),

q > 1 and an interval I ⊂ R+ such that

1. lim supz→∞ zκb(z)c(z)−2 < 0.
2. lim inf z→0 2zb(z)c(z)−2 > q.
3. ν[|ψ |] < ∞ for any ψ ∈ Gq

1 ∩ G2.
4. {1, f1, . . . , fn′ } is continuous and linearly independent on I ,

Then, (A1-s, x, y) and (A2-x, y) hold for all x, y ∈ I and s ∈ N.
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Edgeworth expansion for ergodic diffusions 9

Proof By using counterparts of (8) and (9) we can prove that if | f | ∈ Gq
1 ∩ G2, then

Px [|Z (1)Hy
|] belongs to Gq−1

1 ∩ G2 as a function of x for all y ∈ R+. It is then straight-

forward to see that for all s ∈ N and y ∈ R+, x �→ Px [|Z (1)Hy
|s] belongs to Gq

1 ∩ G2 by
Kac’s moment formula. The rest of the proof is clear. �

Example 1 Theorem 3 can be applied to the CIR processes

d Xt = −(aXt − b)dt + σ
√

Xt d Bt , X0 ∼ ν

and the corresponding maximum likelihood estimators âT and b̂T as long as 2b > σ 2.
For example, in the case that b and σ are known, we have

Pν[
√

I T (âT − a) ∈ B] =
∫

B

φ(z)

{

1 + σ(z3 − z)

2
√

abT

}

dz + O(T −1)

uniformly in B ∈ B(R) where I = b/aσ 2.

4 Proof of Theorem 1 and remarks

4.1 Outline of the proof

This subsection gives the outline of the proof of Theorem 1. Detailed calculation are
included in the next subsection for interested readers. Let Z†

t = Zt − tγ for t ≥ 0 and
A†(u) = A(u +γ )− A(γ ) for u ∈ R

n . Observe that A(ZT /T )− A(γ ) = A†(Z†/T )
and that the constants a j , ai, j , σ , ρ j , γi, j , κi, j,k and A j remain unchanged even if we
replace A and Z with A† and Z† respectively in their definitions, so that we can assume
γ = 0 and A(0) = 0 without loss of generality. The points x, y in (A1-s, x, y) and
(A2-x, y) are now fixed, hence we abbreviate αx,y to α and drop the suffix ‘x, y’ also
when introducing other notation. Let π : R

n → R
n′

be the projection onto the first
n′-dim subspace and ι : R

n′ → R
n be the natural inclusion, that is ι(u) = (u, 0, . . . , 0)

for u ∈ R
n′

. Note that σ > 0 implies n′ ≥ 1.

Step 1 [The regenerative method]: Here we use a variant of the argument used
by Bolthausen [6,7] and Malinovskii [17] in order to apply the classical theory of the
EE for the IID case. Define a sequence of finite stopping times {τ j } as

τ0 = 0, τ j = τ j−1 + Hx,y ◦ θτ j−1 , j ≥ 1

and put L j = τ j+1 − τ j , Ẑ j = Zτ j+1 − Zτ j . Observe that (Ẑ j , L j ), j ≥ 0 are IID
under Px by the strong Markov property and the definition of the additive functional.
Note that this fact is essential to the following regenerative argument. Define

Um = 1√
m

m
∑

j=1

π(Ẑ j ), Vm = 1√
m

m
∑

j=1

(L j − α), am = T − αm√
m

123



10 M. Fukasawa

for m ≥ 1 and U0 = V0 = a0 = 0. Notice that the (n′ + 1)-dim random vector
(Um, Vm) is a sum of IID sequence and that (Um, Vm) and (Ẑ0, L0) are independent

under Pν . Put MT = max
{

M ≥ 0;∑M
m=0 Lm ≤ T

}

. It is straightforward to show

Pν[|T − αMT | ≥ δT ] = O(T −1) for an arbitrarily fixed δ ∈ (0, 1/2) by using
Chebyshev’s inequality and (A1-2, x, y). Now, observe that

ZT = Ẑ0 +√MT ι(UMT )+ RMT ,

where Rm = Rm(L0, Vm), Rm(l, η) = ZT − ZT̂m (l,η)
and T̂m(l, η) = (l + √

mη +
αm) ∧ T for m ≥ 0. Let ψ1( f, ξ, r) and ψ2(l, η, t) are the indicator functions of
the sets {( f, ξ, r) ∈ R

n × R
n′ × R

n;√
T A(( f + √

mι(ξ) + r)/T )/σ ∈ B} and
{(l, η, t) ∈ R × R × R; 0 ≤ √

m(am − η)− l < t}, respectively. Then, {MT = m} =
{ψ2(L0, Vm, Lm+1) = 1}, so that we have

Pν[
√

T A(ZT /T )/σ ∈ B]
=

∑

m;|T −αm|<δT

Pν[ψ1(Ẑ0,Um, Rm)ψ2(L0, Vm, Lm+1)] + O(T −1)

uniformly in B ∈ B(R). Hereafter, we always drop “uniformly in B ∈ B(R)” for
short whenever stating an identity with O(T −1) and B ∈ B(R). By the strong Markov
property (see Sect. 4.2 for details), we have

Pν
[

ψ1(Ẑ0,Um, Rm)ψ2(L0, Vm, Lm+1)
]

=
∫

ψ1( f, ξ, r)ψ2(l, η, t)

×P(R̂m (l,η),τ1)
x (dr, dt)pm(ξ, η)dξdηP(Ẑ0,L0)

ν (d f, dl), (10)

where R̂m(l, η) = ZT −T̂m (l,η)
and pm is a bounded density of the (n′ +1)-dim random

vector (Um, Vm). Note that the existence of pm is assured for sufficiently large m by
(A2-x, y) (see Bhattacharya and Rao [5], Theorem 19.1). We can now apply Bhat-
tacharya and Rao [5], Theorem 19.2 under (A1-(n′ + 2) ∨ 4, x, y) to obtain

sup
ζ∈Rn′+1

(

1 + |ζ |(n′+2)∨4
) ∣
∣
∣pm(ζ )− φΣ(ζ )

(

1 + m−1/2 pΣ(ζ )
)∣
∣
∣ = O(m−1),

where Σ is the covariance matrix of Zx,y under Px , φΣ is the normal density with
mean 0, covarianceΣ , and pΣ is a polynomial. Note that (A2-x, y) results in particular
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Edgeworth expansion for ergodic diffusions 11

to the regularity of the matrix Σ . We have then

Pν
[√

T A(ZT /T )/σ ∈ B
]

=
∑

m;|T −αm|<δT

∫

ψ1( f, ξ, r)ψ2(l, η, t)φΣ(ξ, η)
(

1 + m−1/2pΣ(ξ, η)
)

×P(R̂m (l,η),τ1)
x (dr, dt)P(Ẑ0,L0)

ν (d f, dl)dξdη + O(T −1) (11)

by estimating the error terms suitably (see Sect. 4.2 for details).

Step 2 [Calculation of the sum over m]: This part also is a variant of the argument
of Malinovskii [17]. Here we deal with the sum over m by changing variable and using
Taylor’s expansion. Let ψ f,r

T be the indicator function of the set

{

u ∈ R
n′ ;

√
T

σ
A

(
ι(u)√

T
+ f + r

T

)

∈ B

}

for f, r ∈ R
n and φΣ,m = φΣ {1 + m−1/2 pΣ }, φΣ,mξ = (∂ jφ

Σ,m)n
′

j=1, φΣ,mη =
∂n′+1φ

Σ,m . Changing variables: ξ = u
√

T/m, η = (v − αm − l)/
√

m, and using
Taylor’s expansion, the summand of (11) turns to

1√
m

(
T

m

)n′/2 ∫
ψ

f,r
T (u)1{0≤T −v<t}(v)

×
{

φΣ,m(
√
αu, am)+ φ

Σ,m
ξ (

√
αu, am) · θm

ξ + φΣ,mη (
√
αu, am)θ

m
η + Am

}

×P(R(v),τ1)
x (dr, dt)P(Ẑ0,L0)

ν (d f, dl)dudv,

where R(η) = ZT −η, θm
ξ = (

√
T/m − √

α)u, θm
η = (v − l − T )/

√
m, and Am is a

negligible remainder term in the sense that

∑

|T −αm|<δT

1√
m

(
T

m

)n′/2 ∫
|Am |1{0≤T −v<t}

×P(R(v),τ1)
x (dr, dt)P(Ẑ0,L0)

ν (d f, dl)dudv = O(T −1). (12)

See Sect. 4.2 for the proof.
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12 M. Fukasawa

It suffices then to cope with the expectations of the following terms with respect to

P(dr, dt, d f, dl, dv) : = P(R(v),τ1)
x (dr, dt)P(Ẑ0,L0)

ν (d f, dl)dv.

T1 =
∑

|T −αm|<δT

1√
m

(
T

m

)n′/2 ∫
ψ

f,r
T (u)1{0≤T −v<t}φΣ,m(

√
αu, am)du,

T2 =
∑

|T −αm|<δT

1√
m

(
T

m

)n′/2 ∫
ψ

f,r
T (u)1{0≤T −v<t}φΣ,mξ (

√
αu, am)du · θm

ξ ,

T3 =
∑

|T −αm|<δT

1√
m

(
T

m

)n′/2 ∫
ψ

f,r
T (u)1{0≤T −v<t}φΣ,mη (

√
αu, am)duθm

η .

In the sequel, we write S1 ≡ S2 to mean

∫

(S1(r, t, f, l, v)− S2(r, t, f, l, v))P(dr, dt, d f, dl, dv) = O(T −1).

Following Malinovskii [17] (see also Sect. 4.2), we obtain

T1 ≡
∫

ψ
f,r

T (u)

∞∫

−∞
αn′/2−1φΣ(

√
αu, λ)

×
{

1 +
√

α

T

(

pΣ(
√
αu, λ)+ λ(n′ − 1)

2α

)}

dλdu1{0≤T −v<t}. (13)

In the same manner, we can prove T3 ≡ 0 and

T2 ≡ αn′/2−1

2
√

T

∫ ∞∫

−∞
ψ

f,r
T (u)u · ∂ξφΣ(√αu, λ)λdλdu1{0≤T −v<t}.

Further, integrating in λ, we have

T1 + T2 ≡ J
∫

ψ
f,r

T (u)φΓ(u)

⎧

⎨

⎩
1 − ρ · qΓ (u)

α
√

T
+ 1

6
√

T

n′
∑

i, j,k=1

γi, j,k pΓi, j,k(u)

⎫

⎬

⎭
du, (14)

where φΓ is the normal density with mean 0, covariance matrix Γ ,

qΓ (u) = −φΓ (u)−1∂uφΓ (u), pΓi, j,k(u) = −φΓ (u)−1∂i∂ j∂kφΓ (u)

and J = J ( f, r, t, v, T ) = α−11{0≤T −v<t}.

Step 3 [Transformation by A and calculation of the coefficients]: This is the
last step of the proof and here we derive (5). We exploit Lemma 2.1 of Bhattacharya
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Edgeworth expansion for ergodic diffusions 13

and Ghosh [4] to treat the transformation by A. We, however, cannot directly apply
it because of the existence of f and r , which derive from the first and last blocks in
the decomposition of Z . Let H be a compact neighborhood of 0 ∈ R

n on which A
is smooth. Put Ah(u) = A(ι(u) + h) − A(h) for h ∈ H . Define ah

j , ah
i, j and σ h for

1 ≤ i, j ≤ n′ as (4) with γ = 0 and Ah instead of A. By the argument of Lemma 2.1
of Bhattacharya and Ghosh [4] (see also Theorem 2.2 of Hall [13]), we have

∫

S

φΓ (u)

⎧

⎨

⎩
1 − ρ · qΓ (u)

α
√

T
+ 1

6
√

T

n′
∑

i, j,k=1

γi, j,k pΓi, j,k(u)

⎫

⎬

⎭
du

=
∫

B̂

φ(z)

{

1 + 1√
T

(

Ah
1

σ h
z + Ah

2

6{σ h}3 (z
3 − 3z)

)}

dz + O(T −1)

uniformly in B̂ ∈ B(R) and h ∈ H , where S = {u;√
T Ah(u/

√
T )/σ h ∈ B̂}, Ah

2 is
defined as A2 in (5) with ah

j , ah
i, j instead of a j , ai, j and

Ah
1 = − 1

α

n′
∑

j=1

ah
j ρ j + 1

2

n′
∑

i, j=1

ah
i, jγi, j .

Now, since

∫

1{ f +r
T
/∈H, 0≤T −v<t

}P Ẑ0
ν (d f )P(R(v),τ1)

x (dr, dt)dv = O(T −1),

we can let B̂ = Bh : = σ B/σ h − √
T A(h)/σ h and h = ( f + r)/T to have

J
∫

ψ
f,r

T (u)φΓ (u)

⎧

⎨

⎩
1 − ρ · qΓ (u)

α
√

T
+ 1

6
√

T

n′
∑

i, j,k=1

γi, j,k pΓi, j,k(u)

⎫

⎬

⎭
du

≡ J
∫

Bh

φ(z)

{

1 + 1√
T

(

Ah
1

σ h
z + Ah

2

6{σ h}3 (z
3 − 3z)

)}

dz

≡ J
∫

B

φ(z)

{

1 + 1√
T

(

Â1

σ
z + A2

6σ 3 (z
3 − 3z)

)}

dz,
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14 M. Fukasawa

where Â1 = a · ( f + r − ι(ρ)/α) + ∑i, j ai, jγi, j/2. Taking the expectation with
respect to P , we have (1) with the coefficient

∫

Â1α
−11{0≤T −v<t} P(R(v),τ1)

x (dr, dt)P(Ẑ0,L0)
ν (d f, dl)dv

= a ·
⎧

⎨

⎩
Pν[Ẑ0] + α−1 Px

⎡

⎣

τ1∫

0

Zsds

⎤

⎦− α−1ι(ρ)

⎫

⎬

⎭
+ 1

2

n′
∑

i, j=1

ai, jγi, j

instead of A1. Now, the proof is completed by showing the following lemma.

Lemma 3 There exists a unique stationary distribution µ of X, and it holds

Pµ[|Zτ1 |] < ∞, αPµ[Zτ1 ] = ι(ρ)− Px

⎡

⎣

τ1∫

0

Zt dt

⎤

⎦ .

Proof As is well known, µ defined as

µ(B) = 1

α
Px

⎡

⎣

τ1∫

0

1B(Xt )dt

⎤

⎦ , B ∈ B(R)

is the unique stationary distribution of X . Hence

αPµ[|Zτ1 |] = α

∫

Pu[|Zτ1 |]µ(du) = Px

⎡

⎣

τ1∫

0

PXt [|Zτ1 |]dt

⎤

⎦

= Px

⎡

⎣

τ1∫

0

Px [|Zt+τ1◦θt − Zt ||Bt ]dt

⎤

⎦

= Px

⎡

⎣

τ1∫

0

|Zt+τ1◦θt − Zt |dt

⎤

⎦ .

Since t + τ1 ◦ θt = inf{s > t; Xs = x, there exists u ∈ [t, s) such that Xu = y},
there are two possibilities for t < τ1, that are t + τ1 ◦ θt = τ1 and t + τ1 ◦ θt = τ2.
The first case is that X hits y after the time t and then hits x at τ1. In the second case,
X has already hit y at some time before t and never hits y until it hits x at τ1. From
now on, we assume x < y without loss of generality. Define

q = sup

{

t ≥ 0; t < τ1, sup
s≥t

Xs∧τ1 ≥ y

}

.
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Edgeworth expansion for ergodic diffusions 15

Note that q is an Bτ1 -measurable random variable. In fact, for any u,

{q < a} ∩ {τ1 ≤ u} =
{

sup
s≥a

Xs∧τ1 < y

}

∩ {τ1 ≤ u}

=
{

sup
s≥a

Xs∧u∧τ1 < y

}

∩ {τ1 ≤ u} ∈ Bu .

Using this q, we have

Px

⎡

⎣

τ1∫

0

|Zt+τ1◦θt − Zt |dt

⎤

⎦ = Px

⎡

⎣

q∫

0

|Zτ1 − Zt |dt

⎤

⎦+ Px

⎡

⎣

τ1∫

q

|Zτ2 − Zt |dt

⎤

⎦

≤ Px [|Zτ1 |τ1] + Px

⎡

⎣

τ1∫

0

|Zt |dt

⎤

⎦+ αPx [|Zτ1 |],

hence Pν[|Zτ1 |] < ∞. By repeating the same process with Zt instead of |Zt |, we have

αPµ[Zτ1 ] = Px [τ1 Zτ1 ] − Px

⎡

⎣

τ1∫

0

Zt dt

⎤

⎦+ Px [(τ1 − q)(Zτ2 − Zτ1)].

The last term vanishes by the strong Markov property since γ = 0. �


4.2 Detailed calculation

Derivation of (10). It suffices to show the following lemma.

Lemma 4 Let Sm = (Ẑ0,Um, L0, Vm). Then, P Sm
ν -a.s. ( f, ξ, l, η), it holds

Pν
[

Ψ (Sm, Rm, Lm+1) ψ2 (L0, Vm, Lm+1) |Sm = ( f, ξ, l, η)
]

= Px

[

Ψ
(

f, ξ, l, η, R̂m(l, η), τ1

)

ψ2(l, η, τ1)
]

for any bounded measurable function Ψ .

Proof Denote by (Bt ) the canonical filtration of X . By Galmarino’s test (see e.g.,
Revuz and Yor [20], 1.4.21 ),

T̂ (L0, Vm) = T ∧ (L0 + √
mVm + αm

) = T ∧
m
∑

j=0

L j
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16 M. Fukasawa

is a (Bt )-stoppiping time and Sm is BT̂ (L0,Vm )
-measurable. Putting ( f, ξ, l, η) = Sm(ω)

for Pν-a.s. ω, we have

Pν
[

Ψ (Sm, Rm, Lm+1)ψ2(L0, Vm, Lm+1)|Sm
]

(ω)

= Pν
[

Pν
[

Ψ (Sm, Rm, Lm+1)ψ2(L0, Vm, Lm+1)|BT̂ (L0,Vm )

]

|Sm

]

(ω)

= Pν
[

Pν
[

Ψ (f, ξ, l, η, Rm(l, η), Lm+1) ψ(l, η, Lm+1)|BT̂ (l,η)

]

|Sm = ( f, ξ, l, η)
]

= Pν
[

Px

[

Ψ
(

f, ξ, l, η, R̂m(l, η), τ1

)

ψ2(l, η, τ1)
]

|Sm = ( f, ξ, l, η)
]

= Px

[

Ψ
(

f, ξ, l, η, R̂m(l, η), τ1

)

ψ2(l, η, τ1)
]

.

We used the optional sampling theorem in the second equality. �


Derivation of (11). Observe that

∑

m;|T −αm|<δT

∫
ψ2(l, η, t)

m(1 + |η|2) P(R̂m (l,η),τ1)
x (dr, dt)P(Ẑ0,L0)

ν (d f, dl)dη

≤
∑

m;|T −αm|<δT

m−3/2
∫ (

1 +
∣
∣
∣
η − αm − l√

m

∣
∣
∣

2
)−1

1{0≤T −η≤t}

×P(R(η),τ1)
x (dr, dt)P(Ẑ0,L0)

ν (d f, dl)dη

where R(η) = ZT −η, and that

∑

m;|T −αm|<δT

m−3/2
(

1 +
∣
∣
∣
η − αm − l√

m

∣
∣
∣

2
)−1

≤ ((1 − δ)T/α)−3/2

⎛

⎝3 +
∞∫

−∞

(

1 +
∣
∣
∣
η − αu − l√
(1 + δ)T/α

∣
∣
∣

2
)−1

du

⎞

⎠

= ((1 − δ)T/α)−3/2
(

3 + π

√

(1 + δ)T/α3

)

= O(T −1).

Derivation of (12). We can put Am = Am
2,0 + Am

1,1 + Am
0,2 where

Am
2,0 =

n′
∑

i, j=1

1∫

0

(1 − s)∂i∂ jφ
Σ,m

(√
αu + sθm

ξ , am + sθm
η

)

ds
{

θm
ξ

}

i

{

θm
ξ

}

j
,
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Edgeworth expansion for ergodic diffusions 17

Am
1,1 =

n′
∑

j=1

1∫

0

2(1 − s)∂ j∂n′+1φ
Σ,m

(√
αu + sθm

ξ , am + sθm
η

)

ds
{

θm
ξ

}

j
θm
η ,

Am
0,2 =

1∫

0

(1 − s)∂2
n′+1φ

Σ,m
(√
αu + sθm

ξ , am + sθm
η

)

ds
{

θm
η

}2
.

We shall show that these Ai, j ’s are negligible up to O(T −1). Notice that

0 ≤
√

m

am

(√

T

αm
− 1

)

= α−1

(√

T

αm
+ 1

)−1

<
1

α(1 + (1 + δ)−1/2)
,

so that |θm
ξ | ≤ m−1/2C |amu| for m with |T − αm| < δT and some constant C . In the

following, we use ε and C as generic positive constants independent of T and m. It
also holds |√αu + sθm

ξ |2 ≥ αu2/(1 + δ) for all s ∈ [0, 1], so that

∫

|Am
2,0|du ≤ Ca2

m

m

1∫

0

exp(−ε|am + sθm
η |2)ds.

Since

∑

m;|T −αm|<δT

m−3/2a2
m exp(−ε|am + sθm

η |2)

≤ CT −3/2
∞
∑

m=−∞

|T − αm|2
T

exp

{

−εα(T − αm − s(T − v + l))2

T (1 + δ)

}

≤ CT −3/2

⎧

⎨

⎩
1 + |T − v + l|2/√T +

∞∫

−∞

|T − αz − s(T − v + l)|2
T

× exp

{

−εα(T − αz − s(T − v + l))2

T (1 + δ)

}

dz

⎫

⎬

⎭

≤ CT −1(1 + |T − v + l|2/T ) (15)

uniformly in s ∈ [0, 1], we conclude

∑

m;|T −αm|<δT

1√
m

(
T

m

)n′/2 ∫
|Am

2,0|du1{0≤T −v<t}

× d P(R(v),τ1)
x d P(Ẑ0,L0)

ν dv = O(T −1).
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18 M. Fukasawa

In the same manner, we obtain

∑

|T −αm|<δT

1√
m

(
T

m

)n′/2 ∫
|A0,2|du1{0≤T −v<t}

≤ CT −1|T − v + l|21{0≤T −v<t}

and

∑

|T −αm|<δT

1√
m

(
T

m

)n′/2 ∫
|A1,1|du1{0≤T −v<t}

≤ CT −1|T − v + l|(1 + |T − v + l|/√T )1{0≤T −v<t},

hence A1,1 and A0,2 also are negligible.
Derivation of (13). Using Taylor’s expansion, we have

am∫

am+1

φΣ,m
(√
αu, λ

)− λ

2α
√

m
φΣ
(√
αu, λ

)− α√
m

∂φΣ

∂η

(√
αu, λ

)

dλ

= α√
m
φΣ,m

(√
αu, am

)+ Bm(u),

where Bm is a remainder term which satisfies |Bm(u)| ≤ Cm−3/2 exp(−ε(|u|2 +a2
m))

or ≤ Cm−3/2 exp(−ε(|u|2+a2
m+1)), depending on the signature of T −αm. Moreover,

by observing

(
T

αm

)k/2

− 1 = kam

2α
√

m
+ a2

mbT
k,m, sup

m;|T −αm|<δT
|bT

k,m | = O(T −1)

for each k and by a similar estimate to (15), we have

∑

m;|T −αm|<δT

(

α(n
′+1)/2

√
T

− 1√
m

(
T

m

)n′/2) am∫

am+1

exp
(

−ελ2
)

dλ = O(T −1),

for any ε > 0 and

∑

|T −αm|<δT

((
T

m

)n′/2
− αn′/2

)
∫ am∫

am+1

φΣ
(√
αu, λ

)

dλdu

−
∫ am∫

am+1

λn′αn′/2−1

2
√

m
φΣ
(√
αu, λ

)

dλdu = O(T −1).

(13) is obtained by combining these estimates.
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Edgeworth expansion for ergodic diffusions 19

4.3 Remarks on Theorem 1

Here are several remarks on possible extensions of Theorem 1 and notes on the
regenerative method.

Remark 4 The higher order expansions are validated in the same manner by assuming
the existence of higher order moments.

Remark 5 Theorem 1 remains valid even if we replace Hx,y with Hx,y,z : = inf{t ≥
Hy ∧ Hz; Xt = x} for y < x < z, or H δ

x = inf{t ≥ δ; Xt = x} for δ > 0, of which
the proof is the same as that of Theorem 1. The point x ∈ E plays a role of an atom in
the context of the regenerative method. Therefore, we do not need to use the splitting
method of Nummelin [19]. The reason why we need another point y ∈ E (another
two points y, z ∈ E when we use Hx,y,z , or δ > 0 when we use H δ

x ) is that it usually
holds that inf{t > 0; Xt = x} = 0, Px -a.s..

Remark 6 We saw in Sect. 3 that Theorem 1 is applicable to a large class of one-
dimensional diffusions. It is also possible to verify the conditions of Theorem 1 under
appropriate assumptions when considering continuous-time Markov chains. On the
other hand, unfortunately, Hx,y will be infinite in cases of general multi-dimensional
diffusions or diffusions with jumps. It is still possible to treat those cases by a simi-
lar regeneration-based argument, with the aid of an extension of the splitting method
used in Sect. 7.4 of Nummelin [19]. Roughly speaking, the path of such a continuous-
time Markov process can be decomposed into a discrete-time stationary 1-dependent
sequence. Then, it is possible to prove e.g., the central limit theorem in the same
manner as Nummelin [19]. However, for the EE by this method, it remains for further
research to find verifiable conditions in terms of the coefficients of the corresponding
SDE. Since the regeneration-based argument directly relies on the Markov property,
it will require milder conditions for the validation of the EE than the mixing argument
does, where the Markov property is only utilized via mixing properties.

Remark 7 The regenerative argument will be crucial in order to prove the validity
of a specific bootstrap method for diffusions, which is a variant of the Regenerative
Block Bootstrap (RBB) designed for discrete-time Markov processes by Bertail and
Clémençon [2,3]. The author intends to treat the RBB for diffusions in an accompa-
nying paper [10].
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