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Abstract. Existing machine learning based approaches farctiag zero hour
phishing websites have moderate accuracy anddidse rates and rely heavily
on limited types of features. Phishers are conistéedrning their features and
use sophisticated tools to adopt the features ishpity websites to evade detec-
tions. Therefore, there is a need for continuossaliery of new, robust and more
diverse types of prediction features to improvélisgge against detection eva-
sions. This paper proposes a framework for predictiero hour phishing web-
sites by introducing new hybrid features with hggkdiction performances. Pre-
diction performance of the features was investijatging eight machine learn-
ing algorithms in which Random Forest algorithm perfed the best with accu-
racy and false negative rates of 98.45% and 0.&3¥ectively. It was found that
domain registration information and webpage repantiaypes of features were
strong predictors when compared to other featysestyOn individual features,
webpage reputation features were highly rankeerimg of feature importance
weights. The prediction runtime per webpage mealsar&.63s suggest that our
approach has a potential for real time applicati@hg framework is able to de-
tect phishing websites hosted in either compromeededicated phishing do-
mains.

Keywords: Phishing, Phishing webpage detection, Zero hoishptg website,
Webpage features, Machine learning.

1 I ntroduction

Phishing websites mimic their targeted legitima&bsites to trick users to collect their
Personal Identification Information (PIl) for ondirfrauds [1]. Today, many phishers
use easily available sophisticated tomisluding phishing toolkits and fast flux net-
works to create and host large number of highlyaaiyic and quality phishing websites
[2, 3]. Consequently, there has been a rapid grafvtiew and unknown (zero hour)
phishing websites in recent years [4]. As 91% bflabal security breaches begin with
phishing attacks and phishing websites being tlyepkayer [5], effective detection of
the websites is inevitable towards making cybecssafe.

Phishing website detection solutions are mainlyetdasn blacklists and heuristics
techniques. Blacklists extensively use human skilimaintaining records of the data-
bases therefore they lack real time intelligencdetiect zero hour phishing websites [6,



7]. Heuristics solutions analyze distinctive webpégptures using various algorithmic
approaches to detect phishing webpages. Many of tieve reported moderate accu-
racy and false alarm rates [7]. Phishers also baee learning their prediction features
and adopt corresponding obfuscations in their phistvebpages to enhance detection
evasion [7]. This is facilitated with the limitedimber and diversity of features used
by most of the solutions. Therefore continuousaiscy and adoption of new, robust
and highly diversified features is vital in maimtizig effective detection.

This paper proposes a framework of new hybrid featdior real time prediction of
zero hour phishing webpages using machine leardirigtal of 31 features, of which
26 are novel, from five different types of featyré®e most diverse compared to previ-
ous works, are proposed. Features related to €iffddRL components (FQDiINdo-
main and path) are introduced to enable the framewm detect phishing websites
hosted in either compromised or dedicated phistmgains. The framework for the
implementation of the prediction process is degigard presented, in which three
modules are introduced to pre-process webpagespmyie accuracy and efficiency.
Our webpage pre-processors include JavaScript fetactor and URL redirections
check modules which have never been used befagbt Eiachine learning classifica-
tion algorithms are applied to evaluate the exérddeatures’ data to develop a best
performing prediction model. We also evaluate ogads of the prediction process by
computing an average prediction runtime per a wgbpa

The paper is organized as follows; section 2 disesiselated works, section 3 intro-
duces the framework’s design while section 4 dbssrthe conducted experiments and
their results. Finally, sections 5 and 6 providgedssions and conclusion respectively.

2 Related Works

Several studies have applied machine learning (dfiproaches for predicting zero
hour phishing webpages. Generally, they have uststeht diversity of feature types,
typically between one and four types of featur@s.ifistance, [8] extracted 1701 word
and 40 natural language processing based feaslirfrlsm the URL, for the prediction.
By evaluating the features using seven classifiRasdom Forest produced the highest
accuracy of 97.98%. Zuhair et al. [9] investigasedl designed 58 predictive features
in which 48 and 10 were webpage structure and WHRited features respectively. Us-
ing SVM classifier, they evaluated the features #edresulting model produced false
positives (FP) of 1.17% and false negatives (FN).08%. Li et al. [10] also developed
20 features of the same two types of featuresdatera fast real time prediction model.
By combining Gradient Boosting DT, XGBoost and Li@BM algorithms, the model
obtained an accuracy, misclassification rate andoFBI7.3%, 4.46% and 1.61% re-
spectively. Jain et al. [11], similar to [10], didt use third party features to avoid net-
work overheads so as to improve efficiency.

Studies including [12] used a hybrid of three typéfeatures while others such as
[1], [13], [14] and [15] used four types of featardlohammad et al. [12], for instance,

1 Full Qualified Domain Name, also known as hostnaifre webpage.



developed 5, 9 and 3 features related to webpagetiste, URL and domain registra-
tion information respectively. They applied deepna¢network to develop a prediction
model of an accuracy of 92.18%. Feng et al. [14taeted 30 features related to
webpage structure, URL, domain registration andpagke reputation and evaluated
them against eight classifiers to develop the ptedi model. A deep neural network
algorithm obtained an optimal accuracy of 97.71%.

Generally, most of the reviewed studies scoredracguand error rates of between
81% and 98.5%, and 0.43% and 18% respectively. Mgerwed that only [13] and [16]
deployed webpage pre-processor in which a HTML fdatector was implemented to
filter out webpages without the HTML forms. The w¢t6] also filtered known black-
listed webpages using a computing intensive SHAh value comparison method.

3 Framework Design

3.1 Architecture

We have designed a machine learning based frameofarkw hybrid of features to
predict whether the user requested webpage, proghfuti Pll, is phishing or not. Fig-
ure 1 demonstrates the framework’s architecturthd?53 and 4-7 represent modelling
of the classifier and the prediction processeseasely. The framework consists of
the following six modules;

Pl webpagefiltering. A webpage requested by a user is checked if inpts PII by
examining if the webpage contains at least one®Ptl webpage phrases and a HTML
form or a JavaScript popup. Most of the webpageghs form or popup to prompt and
collect PIl. The PIl webpage phrase is a word sasgign inandlogin contained in a
webpage that is related to purpose of the webpageliecting specific PIl. We iden-
tified 43 Pl phrases (in English) that we foundr@geommonly used by over 50 sam-
ples of English based legitimate webpages promRih¢ghat we collected before. We
used simple lookups, for instance, searching for HAML form tag
<form...>...</form>in combination with at least one of the phrasea imebpage, to
reduce overheads. The role of the module is terfiut webpages which do not collect
PIl and therefore can never be phishing. This avaisuse of computer and network
resources for analyzing irrelevant webpages, tiptisnizing users’ web browsing ex-
perience as well as avoiding false positive ermdug to positive prediction for
webpages which do not prompt for PII.

Phishing blacklist check. A webpage’s URL is checked if it exists in a Phiahk’s
phishing URL blacklist, one of the most reputabiére databases of blacklisted phish-
ing URLs. The module’s role is to filter out webpagwhich have already been con-
firmed to be phishing, thus enhancing detectioitieficy and reducing false negatives.
We use a simple lookup of a URL in the blacklisteduce overheads.

URL redirections check. We observed that a significant number of bothhghig and
legitimate webpages have their first visible URkesrlg redirected to other URLs when
downloading the webpages. Redirections in phishiagpages may be for the reason



of hiding the true identity of the actual URLs hogtthe webpages. Our interest was
to learn features of the final redirected URLsaatlal addresses of the hosts. The
module’s role is to detect existence of all commedirections and extract their final
URLs. Types of URL redirections detected were ¢lemd redirections (implemented
in HTML Meta and JavaScript tags), server-end esdions and short to long URL
conversions. By determining the final redirectedldRwe ensured that we have col-
lected relevant URL feature data to improve acoueaw error rates.

Featuredata extraction. In this module, data about the webpage featuresxracted
from the webpage as well as from third party s&wisuch as search engines.

Training a classifier. A classifier builds a prediction model from thaiting dataset.

Prediction analysis. The prediction model analyses features’ data etaddsfrom a new
webpage and generates a prediction result.
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Fig. 1. An architecture of the proposed framework for g zero hour phishing websites.

3.2 Phishing Webpage Predictive Features

We have developed 31 webpage features, as listiadblim 1, to model the classifier to
predict phishing webpages. The features are capegbinto five different types as de-
scribed below.

Webpage structure and contents. The features (F.1 - F.7) are related to infornmatio
contained in a webpage as content or part of itsH$cript structure.

URL structure. The features (F.8 — F.20) define specific decontjprstharacteristics
of a webpage’s URL. The features are related tosks, positions and counts of special
characters as well as the uses of third party sesuio host or form a URL.



Domain registration information. The features (F.21 — F.24) are related to domain
registration information kept by domain registreBsch information is retrieved from
registrars’ online WHOIS databases.

SSL certificate information. The features (F.25 and F.26) are related to tfe-in
mation contained in a SSL certificate of the welgag

Webpage reputation. The features (F.27 - F.31) measure reputationwélapage in
both Google and Bing search engines and in a isaclIP addresses of PhishTank’s
phishing websites.

Table 1. The proposed phishing webpage predictive features.

F.1 Domain identityin a webpage F.17  Number of characters in FQDN

F.2 Domain identity in copyright F.18 Number of cheters in URL path

F.3 Domain name in canonical URL F.19 Shortened URLs

F.4 Domain name in alternate URL F.20 Free subdos®&ivices

F.5 Foreign domains in hyperlinks F.21 Domain nam&lidity

F.6 Void hyperlinks ratio F.22 Domain age

F.7 Foreign form handler F.23 Form handler's donmgime validity

F.8 URL path encoding F.24  Form handler’'s domain age

F.9 Use of ‘@’ character in a URL F.25 Type of a Ssttificate

F.10 Domain out positioning F.26 Domain, certifeand geolocation
country matching

F.11 Number of dots in FQDN F.27 URL search engamking

F.12 Number of dots in the URL path F.28 Domaindeangine ranking

F.13  Unconventional port numbers F.29 FQDN seangfine ranking

F.14 Obfuscation characters in FQDN F.30 FQDN hiscke counts
F.15 Obfuscation characters in URL path F.31 Dorb&oklist IP counts
F.16  Number of forward slashes

We have also designed features related to diffddétit components (FQDN, do-
main and path), for instance, F.17, F.18, and 31, to detect phishing websites
hosted in either compromised or dedicated phistiorgains. This is because phishing
websites hosted in compromised domains have sitiéagvith their hosts’ legitimate
websites in many features, including F.1, F.2, R2d F.22. For instance, if F.28 flags
‘No’ then the website is hosted in a dedicated ihig domain, and if F.28, F.29 and
F.27 flag ‘Yes', ‘Yes’ and ‘No’ respectively, theabsite is likely to be hosted in a
compromised domain.

Of all the features, 18 features were based omveigpage’s structure and contents
while the other 13 features were based on thirtlyarvices containing information
related to a webpage. Along with the use of fiiiedent types of features, such diver-
sity enhances resiliency against current obfuscadohniques deployed by phishers to

2 Domain identity refers to a second level or théngel domain label that represent an identity of
the website owner. For instance, for a URL httpscants.google.com/ServiceLoggnogle
is the domain identity.



circumvent detection. Third party services sucM&40IS records can hardly be ob-
fuscated by phishers.

Value of each feature was computed by one of theethpproaches; matching of
feature’s conditions to generate ‘Yes', ‘No’ or ‘klmown’ values (example F.2, F.9);
identifying the string value answering the featamguestion (example F.25); and count-
ing of feature’s condition to produce a numericvegrs(example F.1, F.11).

As our contributions, we have proposed 12 new feat(F.2 — F.4, F.18, F.20, F.21,
F.23, F.25, F.27 — F.30) and modified 14 featuresfprevious works (F.1, F.5 - F.7,
F.9 — F.12, F.14, F.15, F.22, F.24, F.26 and F B¢ other five features (F.8, F.13,
F.16, F.17 and F.19) were adopted from previoudissuto improve the overall perfor-
mances.

4 Experiments and Results

Experiments were designed and conducted using eagghtmon ML classification al-
gorithms (classifiers) to determine optimal perfarmoes and the best performing clas-
sifier for the prediction. Also, they were aimedeatluating the overall framework’s
prediction runtime per webpage to determine itslosads. We used Python v3.4 and
Scikit-learn v.019 library to build an applicatitor the experiments in a 64x Windows
Home environment.

We collected 9,019 phishing URLs from an onlineasfory of PhishTank, a black-
list of phishing URLs. We also collected 1,733 fegate URLs from Google and Bing
search engines by querying the engines using skayetords such asgn inandlogin.
For each collected phishing and legitimate URL ,cesfirmed if it was prompting PII
by passing it through the PIl webpage filtering mied We also filtered each legitimate
URL against the PhishTank’s blacklist. For each URé downloaded its webpage and
extracted features’ data to create a training éatas

Missing values in continuous features were replagghitheir respective mean val-
ues.One hot encodingiethod was used to convert all 17 categorical ianumeric
to ensure that linear functions based classifierdrained smoothly. All features’ data
was re-scaled to a mean of 0 and standard deviatibio optimize the classifiers. We
oversampled legitimate (minority) class by SMOTéhteique to a 1:1 balanced dataset
to ensure we get accurate predictions.

One ML algorithm from each of the eight common séssof binary classifiers was
evaluated for the selection of the final classifiEihhese are Logistic Regression (LR),
k-Nearest Neighbour (k-NN), Decision Tree (DT), Gsian Naive Bayes (GNB), Sup-
port Vector Classification (SVC), Multilayer Per¢egms (MLPs), Random Forest (RF)
and Gradient Boosting (GB). We used accuracy, pi@ti recall and AUC as perfor-
mance metrics for evaluation. For model evaluatiaresapplied stratified k-fold cross
validation method with k=10.

Using feature importance method by RF classifieedjztion influence by weight
for each feature was determined and ranked as sho¥ig. 2. With all the features,
RF performed better across all the metrics comptredher classifiers with an accu-
racy, precision, recall and AUC of 98.279%, 0.99287 and 0.997 respectively. After



feature selection, RF achieved the highest accurb®8.363% with 20 features (from
F.31 to F.8 in fig 2), as summarized in table 2.fg@yforming parameter tuning using
Random Search followed by Grid Search methodsRthachieved an optimum accu-
racy of 98.45% using the best performing parametaetsmatically determined by the
methods. The classifier achieved false positive) (Fd*se negative (FN) and classifi-
cation error of 4.47%, 0.73% and 1.7% respectively.
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Fig. 2. Distribution of importance weights of the predietifeatures.

Table 2. Performance scores of all classifiers after apglyeature selection.

Classifier Accuracy (%) Precision Recall AUC

LR 90.234 0.985 0.898 0.962
k-NN 91.239 0.980 0.914 0.947
DT 97.340 0.986 0.983 0.954
GNB 89.137 0.978 0.891 0.938
SvC 91.090 0.984 0.908 0.969
MLP 94.280 0.981 0.951 0.976
RF 98.363 0.994 0.987 0.997
GB 97.638 0.992 0.979 0.995

Each type of features was evaluated individuallgdétermine its performance con-
tributions. Their results in table 3 shows that demregistration and webpage reputa-
tion were the best performers across all metriceredis SSL certificate was the least
performer by far. Similarly, various combinatiorfstgpes of features were evaluated
to analyze their performances (see table 4). A ¢oation of webpage structure, URL
and domain registration features attained the Isigherformances while that of domain
registration and webpage reputation had the lopedgbrmances.

Table 3. RF performance scores of each type of features.

Type of features Accur. (%) Prec. Recall AUC
Webpage structure and contents 80.265 0.968 0.8180.748
URL structure 90.485 0.459 0.660 0.888
Domain registration information 99.972 1.000 1.000 1.000

SSL certificate information 34.998 0.211 0.932 ©.59




Webpage reputation 97.089 0.898 0.992 0.996

Performance contributions of our new features vedse evaluated relative to the
adopted features, as summarized in table 5. Ththehew features achieved lesser
accuracy than the adopted features, they perfofarddetter in the other metrics and
thus contributed significantly to the overall perfances of the metrics.

Table 4. RF performance scores of various combinationspegyof features.

Combination of Types of Features Accur. (%) Prec. Recall AUC
Webpage + URL 95.247 0.743 0.680 0.938
Webpage + URL + Domain 99.851 0.998 1.000 0.998
Webpage + URL + Domain + Reputation ~ 91.137 0.849 60.7 0.943
URL + Domain 99.795 0.998 0.999 0.998
URL + Domain + Reputation 89.806 0.819 0.741 0.931
Domain + Reputation 82.943 0.635 0.682 0.861
Domain + Certificate + Reputation 82.980 0.639 0.672 0.861

Table5. Performance contributions of new and adopted featan the overall performance.

Subset of features Accur. (%) Prec. Recall AUC
New + modified 90.867 0.839 0.768 0.938
Adopted 99.591 0.374 0.583 0.876

The runtime of each module was measured to evatliateamework’s prediction time
per webpage, thus determining the overall overhéausprediction runtime, as shown
in table 6, was 7.63s while training the RF classifook 16.93s. We also computed an
average downloading time for 1,696 legitimate logiebpages used in this study and
was found to be 0.843s.

Table 6. Runtime for each framework’s module.

Module Runtime (s)
P1l webpage filtering 0.02030
Phishing blacklist URL 0.27560
URL redirections check 1.69590
Feature data extraction 5.64000
Prediction analysis 0.00012
Total prediction runtime per webpage 7.63190
Training a classifier 16.9300

5 Discussions

FN is the most crucial type of an error for thistem, therefore having a relatively
small rate is significant in reducing the risk abdirecting users to phishing webpages.
Compared to some of the related works with verhligrformances (summarized in
table 7), our work compares favorably (in term@ofuracy and FN) against most of
them. Other works by [1],11] and [15], with higher accuracy than ours, dad report



FNs to compare with. However, our work has usefitdiht and more diversified fea-
tures compared to all works, therefore it is maslient to detection evasion, in addi-
tion to a high performance.

Table 7. Comparison of some of the related works with ourkwcates in %).

Sudy Acc. FN  FP TR gy A FN P FORUUTE

Types Types
1 9850 - 15 4 [13] 9965 034 042 4
[8] 9798 - - 1[4 9771 - 17 4
[9] - 002 117 2 [15] 9955 - - 4
[10] 9730 161 446 2  [16] 9254 - 041 4
[11]  99.09 - 125 2 Ours 9845 073 447 5
[12] 9218 - - 3

A slight difference in performances before andrafitature selection suggests that
all features are collectively effective in the gotidn. Although some of the small sub-
sets of features have achieved very high perforemrbey are still limited with few
number of features and diversity of types of feaguthus are likely to be vulnerable
against detection evasions. A right balance betwégm prediction performances and
resilience to detection evasions should be of hatsideration in this problem.

Good performances of the new features suggesttia are many other undiscov-
ered features that are as effective as the prdyiaeseloped features. This study
shows that by combining new features with soméefbbust features previously used,
new detection models are more likely to yield brgpierformances compared to previ-
ous works.

A combined average downloading time for a login pade and a prediction runtime
per webpage, as computed in section 4, is 8.48s.tifie is less than the current aver-
age downloading time for all types of webpages,cwhis 8.66s [17]. The average
downloading time for login webpages is multiple ésrlesser than that of other types
of webpages due to their light weight design, nyostintaining few texts only. We
therefore argue that our proposed framework bramgmsignificant overhead over the
current accepted web browsing speed, thus it isnpiatl for real time deployments.

6 Conclusion

We have proposed a framework of new hybrid feattwgsredict zero hour phishing
websites using machine learning. A total of 31uezg, 26 of them are novel, from five
different types of webpage and third party reldtatures were developed to learn the
prediction model. Three webpage pre-processing tesduvere proposed for the frame-
work to improve prediction performance and efficgnFeatures’ data were extracted
and evaluated using eight machine learning clasgifin algorithms, in which Random
Forest achieved an optimal accuracy of 98.45% aiwk fnegatives of 0.73%. The
framework took 7.63s to predict a new webpage, ssiijng that it is promising for real
time applications. Further research on new potefegures and the use of recent ma-
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chine learning methodologies such as deep leaandgnline learning should be pur-
sued to improve prediction performances and efficyebeyond those of the existing
works.
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