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Preface 

The origin of this book lies in an invitation to give a series of lectures on 
Malliavin calculus at the Probability Seminar of Venezuela, in April 1985. 
The contents of these lectures were published in Spanish in [176]. Later 
these notes were completed and improved in two courses on Malliavin cal
culus given at the University of California at Irvine in 1986 and at Ecole 
Polytechnique Federale de Lausanne in 1989. The contents of these courses 
correspond to the material presented in Chapters 1 and 2 of this book. 
Chapter 3 deals with the anticipating stochastic calculus and it was de
veloped from our collaboration with Moshe Zakai and Etienne Pardoux. 
The series of lectures given at the Eighth Chilean Winter School in Prob
ability and Statistics, at Santiago de Chile, in July 1989, allowed us to 
write a pedagogical approach to the anticipating calculus which is the basis 
of Chapter 3. Chapter 4 deals with the nonlinear transformations of the 
Wiener measure and their applications to the study of the Markov property 
for solutions to stochastic differential equations with boundary conditions. 
The presentation of this chapter was inspired by the lectures given at the 
Fourth Workshop on Stochastic Analysis in Oslo, in July 1992. I take the 
opportunity to thank these institutions for their hospitality, and in par
ticular I would like to thank Enrique Cabana, Mario Wschebor, Joaquin 
Ortega, Siileyman Ustiinel, Bernt 0ksendal, Renzo Cairoli, Rene Carmona, 
and Rolando Rebolledo for their invitations to lecture on these topics. 

We assume that the reader has some familiarity with the Ito stochastic 
calculus and martingale theory. In Section 1.1.3 an introduction to the Ito 
calculus is provided, but we suggest the reader complete this outline of the 
classical Ito calculus with a review of any of the excellent presentations of 
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this theory that are available (for instance, the books by Revuz and Yor 
[216] and Karatzas and Shreve [117]). 

In the presentation of the stochastic calculus of variations (usually called 
the Malliavin calculus) we have chosen the framework of an arbitrary 
centered Gaussian family, and have tried to focus our attention on the 
notions and results that depend only on the covariance operator (or the 
associated Hilbert space). We have followed some of the ideas and nota
tions developed by Watanabe in [258] for the case of an abstract Wiener 
space. In addition to Watanabe's book and the survey on the stochastic 
calculus of variations written by Ikeda and Watanabe in [102] we would 
like to mention the book by Denis Bell [14) (which contains a survey of the 
different approaches to the Malliavin calculus), and the lecture notes by 
Dan Ocone in [198). Readers interested in the Malliavin calculus for jump 
processes can consult the book by Bichteler, Gravereaux, and Jacod [24]. 

The objective of this book is to introduce the reader to the Sobolev dif
ferential calculus for functionals of a Gaussian process. This is called the 
analysis on the Wiener space, and is developed in Chapter 1. The other 
chapters are devoted to different applications of this theory to problems 
such as the smoothness of probability laws (Chapter 2), the anticipating 
stochastic calculus (Chapter 3), and the shifts of the underlying Gaussian 
process (Chapter 4). Chapter 1, together with selected parts of the sub
sequent chapters, might constitute the basis for a graduate course on this 
subject. 

I would like to express my gratitude to the people who have read the 
several versions of the manuscript, and who have encouraged me to com
plete the work, particularly I would like to thank John Walsh, Giuseppe Da 
Prato, Moshe Zakai, and Peter Imkeller. My special thanks go to Michael 
Rockner for his careful reading of the first two chapters of the manuscript. 

March 17, 1995 David Nualart 



Contents 

Preface vii 

Introduction 1 

1 Analysis on the Wiener space 3 
1.1 Wiener chaos and stochastic integrals 3 

1.1.1 The Wiener chaos decomposition 4 
1.1.2 Multiple Wiener-Ito integrals 7 
1.1.3 The Ito stochastic integral . 14 

1.2 The derivative operator . . . . . . . 23 
1.3 The Skorohod integral . . . . . . . . 34 

1.3.1 Properties of the Skorohod integral . 37 
1.3.2 The Ito stochastic integral as a particular case 

of the Skorohod integral . . . . . . 41 
1.3.3 Stochastic integral representation 

of Wiener functionals . . . . 42 
1.3.4 Local properties . . . . . . . . . . 43 

1.4 The Ornstein-Uhlenbeck semigroup . . . . 49 
1.4.1 The semigroup of Ornstein-Uhlenbeck 49 
1.4.2 The generator of the Ornstein-Uhlenbeck semigroup 53 
1.4.3 Hypercontractivity property 

and the multiplier theorem . . . . . . 56 
1.5 Sobolev spaces and the equivalence of norms 61 



x Contents 

2 Smoothness of probability laws 
2.1 Existence and smoothness of densities ........... . 

2.1.1 A criterion for absolute continuity 
based on the integration-by-parts formula ..... . 

2.1.2 Absolute continuity using Bouleau 
and Hirsch's approach .......... . 

2.1.3 Criterion for the smoothness of the density 
2.1.4 Regularity of the law of the maximum 

of continuous processes . . . . . . . . 
2.2 Stochastic differential equations . . . . .... 

2.2.1 Existence and uniqueness of solutions 
2.2.2 Weak differentiability of the solution 

2.3 Hypoellipticity and Hormander's theorem 
2.3.1 Absolute continuity in the case 

of Lipschitz coefficients . . . . . . . . . . . 
2.3.2 Absolute continuity under Hormander's conditions 
2.3.3 Smoothness of the density 

under Hormander's condition . . . . . . . 
2.4 Stochastic partial differential equations . . . . . . 

2.4.1 Stochastic integral equations on the plane 
2.4.2 Absolute continuity for solutions 

to the stochastic heat equation . . . . . . . . . . . 

3 Anticipating stochastic calculus 
3.1 Approximation of stochastic integrals ......... . 

3.1.1 Stochastic integrals defined by Riemann sums . 
3.1.2 The approach based on the L 2 development 

of the process . . . . . . . . . . . . . 
3.2 Stochastic calculus for anticipating integrals 

3.2.1 Skorohod integral processes .... 
3.2.2 Continuity and quadratic variation 

of the Skorohod integral . . . . 
3.2.3 Ito's formula for the Skorohod 

77 
77 

78 

83 
88 

91 
99 
99 

102 
108 

108 
111 

116 
125 
125 

133 

147 
147 
148 

153 
156 
157 

158 

and Stratonovich integrals . . . 161 
3.2.4 Substitution formulas . . . . . 168 

3.3 Anticipating stochastic differential equations 175 
3.3.1 Stochastic differential equations 

in the Skorohod sense . . . . . . . . . . . . . . . . . 175 
3.3.2 Stochastic differential equations 

in the Sratonovich sense . . . . . 

4 Transformations of the Wiener measure 
4.1 Anticipating Girsanov theorems . 

4.1.1 The adapted case ........ . 

179 

187 
187 
188 



Contents xi 

4.2 

4.1.2 

4.1.3 

General results on absolute continuity 
of transformations . . . . . . . . . . 
Continuously differentiable variables 
in the direction of H 1 . . . . . . . . 

4.1.4 Transformations induced by elementary processes . 
4.1.5 Anticipating Girsanov theorems ........ . 
Markov random fields . . . . . . . . . . . . . . . . . . 
4.2.1 Markov field property for stochastic differential 

equations with boundary conditions . . . 
4.2.2 Markov field property for solutions 

to stochastic partial differential equations . . . . . . 
4.2.3 Conditional independence 

and factorization properties . . . . . . . . . . . . . . 

A Appendix 
A.1 Khintchine's inequality . 
A.2 Martingale inequalities . 
A.3 Continuity criteria . . . 
A.4 Carleman-Fredholm determinant 

References 

Subject Index 

Symbol Index 

190 

192 
194 
196 
203 

204 

211 

220 

235 
235 
235 
237 
238 

241 

261 

265 


