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Abstract. Wide-spread deployment of sensor networks is emerging and it pre-
sents an economical solution to numerous problems. A number of applications 
are dependent on secure operation of the sensor network, however, and serious 
consequences are incurred if the network is compromised or disrupted. In the 
existing key pre-distribution scheme suitable for low power and resource sensor 
nodes, shared key is not guaranteed to be found and mutual authentication is not 
allowed. This paper thus proposes a new key pre-distribution scheme guarantee-
ing that any pair of nodes can find a common secret key between themselves by 
using the keys assigned by LU decomposition of a symmetric matrix of a pool 
of keys. Furthermore, it allows node-to-node mutual authentication. Analysis 
shows that the existing scheme requires a large number of keys in each sensor 
node to display a comparable performance as the proposed scheme. Therefore, 
the superiority of the proposed scheme is more substantial when the memory 
size of the sensor node is small. 

Keywords: distributed sensor network, key pre-distribution, LU decomposi-
tion, mutual authentication, security. 

1   Introduction 

Wide-spread deployment of sensor networks is on the horizon. Networks of thousands 
of sensors may present an economical solution to some of the challenging problems: 
real-time traffic monitoring, monitoring of building safety (structural, fire, and physi-
cal security monitoring), military sensing and tracking, distributed measurement of 
seismic activity, real-time pollution monitoring, wild life monitoring, wild fire track-
ing, etc [1].  

Distributed sensor networks (DSNs) share several characteristics with the tradi-
tional wireless networks. Both include arrays of sensor nodes that are battery pow-
ered, have limited computational capabilities and memory, and rely on intermittent 
wireless communication via radio frequency and, possibly, optical links. They also 
include data-collecting nodes which cache sensed data and make them available to the 
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application components of the network for processing, and control nodes which moni-
tor the status of sensor nodes and broadcast simple commands to them. However, 
DSNs differ from the traditional wireless networks in several aspects, namely: their 
scale is a few orders of magnitude larger than that of wireless networks; they are dy-
namic in the sense that they allow addition and deletion of sensor nodes after deploy-
ment to extend the network or replace failing or unreliable nodes without physical 
contact; and they may be deployed in hostile areas where communication is moni-
tored and the sensor nodes are subject to capture and manipulation by an adversary. 
These challenging operational requirements place equally challenging security con-
straints on the DSN design [2,3]. 

Many applications are dependent on secure operation of the sensor network, and 
have serious consequences if the network is compromised or disrupted. Also, when the 
sensor networks are deployed in a hostile environment, security becomes extremely 
important as they are prone to different types of malicious attacks. For example, an 
enemy can easily tap the information, imitate one of the sensor network nodes, or in-
tentionally provide fault information to other nodes [4]. The problem here is how to 
secure the communication between the sensor nodes, i.e. how to set up secret keys 
between communicating nodes. Most earlier schemes use asymmetric cryptography to 
solve this problem [10]. However, theses schemes are often not suitable for distributed 
sensor network due to limited computation and energy power of the sensor nodes.  

To address this issue a scheme has been recently proposed which is based on ran-
dom key pre-distribution. However, it also has a shortcoming that a common key is 
not guaranteed to be found between two nodes wanting to communicate. This paper 
thus proposes a new key pre-distribution scheme which guarantees that any pair of 
nodes can find a secret key between themselves by using a pool of keys formed in the 
symmetric matrix format and the relevant property of LU decomposition of a matrix 
[13]. Furthermore, it allows node-to-node mutual authentication which the existing 
scheme does not support. Analysis shows that the existing scheme requires a large 
number of keys in each sensor node to display a comparable performance as the pro-
posed scheme. Therefore, the superiority of the proposed scheme is more substantial 
when the memory size of the sensor node is small. 

The rest of the paper is organized as follows. Section 2 discusses the existing key 
distribution approaches for sensor network, and Section 3 presents the proposed 
scheme. Section 4 analyzes and compares the performance of the proposed scheme 
with the earlier scheme, and finally concluding remark is given in Section 5. 

2   Related Works 

The traditional key exchange and distribution protocols based on the infrastructure of 
the internet using trusted third parties are impractical for large scale DSNs because of 
the network topology unknown prior to deployment, communication range limitation, 
intermittent sensor-node operation, and network dynamics, etc. To date, the only 
practical option for the distribution of keys to sensor nodes of large-scale DSNs 
whose physical topology is unknown prior to deployment would have to rely on key 
pre-distribution. Keys would have to be installed in the sensor nodes to accommodate 
secure connectivity between the nodes. However, the traditional key pre-distribution 
approach requires either a single mission key or a set of separate n-1 keys, each being 
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privately shared with another node pair-wise, must be installed in every sensor node. 
This is an inadequate aspect for the DSNs [5]. 

There exist a number of key pre-distribution schemes. One solution is to let all the 
nodes carry a master secret key. Any pair of nodes can use this global master secret 
key to achieve key agreement and obtain a new pairwise key. This scheme does not 
exhibit desirable network resilience; if one node is compromised, the security of the 
entire sensor network will be compromised. Some existing studies suggest storing the 
master key in tamper-resistant hardware to reduce the risk [6], but this increases the 
cost and energy consumption of each sensor node. Furthermore, tamper-resistant 
hardware might not always be safe. Du et al. [7] proposed another key pre-distribution 
scheme which substantially improves the resilience of the network compared to other 
schemes. This scheme exhibits a threshold property; when the number of compro-
mised nodes is smaller than the threshold, the probability that any node other than the 
compromised nodes is affected is close to zero. This desirable property lowers initial 
payoff of small scale network breaches to an adversary, and makes it necessary for the 
adversary to attack a significant portion of the network.  

Blundo et al. [8] proposed several schemes which allow any group of some parties 
to compute a common key while being secure against collusion between some mem-
bers of them. These schemes focus on saving communication cost while memory 
constraints are not placed on the group members. Perrig et al. [9] proposed SPINS, a 
security architecture specifically designed for sensor networks. In SPINS, each sensor 
node shares a secret key with the base station. Two sensor nodes cannot directly es-
tablish a secret key. However, they can use the base station as a trusted third party to 
set up a secret key. 

Recently, Eschenauer and Gligor [10] proposed a random key pre-distribution 
scheme. Here a pool of random keys is selected from a key space. Each sensor node 
receives a subset of random keys from the pool before deployment. Any two nodes 
able to find one common key within their respective subsets can use it as their shared 
secret to initiate communication. Based on this scheme, Chan, Perrig, and Song [11] 
proposed a q-composite random key pre-distribution scheme, which increases the 
security of key setup such that an attacker has to compromise many more nodes to 
achieve a high probability of compromising communication. The difference between 
the q-composite scheme and the scheme in [10] is that q common keys (q ≥ 1), in-
stead of just a single one, are needed to establish secure communication between a 
pair of nodes. It was shown that network resilience against node capture is improved 
by increasing the value of q. The main issues in the random key pre-distribution ap-
proach are that a common key may not be found between a pair of nodes and node-to-
node mutual authentication is not allowed. We next present the proposed scheme 
solving these problems. 

3   The Proposed Scheme 

In this section we present the basic features of the proposed scheme, deferring its 
analysis to the next section. First, we briefly describe how the proposed key pre-
distribution scheme works. The proposed scheme uses a random graph like the Es-
chenauer’s method [10]. It, however, guarantees that any pair of nodes can find a 
secret key between themselves along with mutual authentication. 
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3.1   Preliminaries 

We capitalize some important properties of matrix in designing the key pre-
distribution scheme. 

Definition 1. If a square matrix K has the property KT = K, where transpose of  matrix 
K is denoted by KT, we say that K is a symmetric matrix. A symmetric matrix means 
that Kij = Kji, where Kij is the element in the ith row and jth column of matrix K. 

Definition 2. LU decomposition is to decompose an m× m matrix K into two matrices 
such that K = LU, where L is an m× m lower triangular and U is an m× m upper tri-
angular matrix, respectively, i.e.,  product of the lower triangular matrix L and upper 
triangular matrix U gives rise to K. 

3.2   The Proposed Key Distribution Scheme 

We now explain the proposed key pre-distribution scheme. The key pre-distribution 
scheme consists of four off-line steps; namely generation of a large pool of keys (e.g., 
217 ~ 220 keys), forming a symmetric matrix using the pool of keys, applying LU de-
composition to the symmetric matrix, and key pre-distribution to each sensor node. 
We discuss the four steps next. 

Step 1 (Generation of a large pool of keys (e.g., 217 ~ 220 keys)): We propose a key 
pre-distribution scheme using the random key approach. In the proposed key pre-
distribution scheme each sensor node receives a subset of random keys from a large 
pool of keys before deployment. For communication, two nodes need to find one 
common key to use it as their shared secret key. Therefore, the base station first needs 
to generate a large pool of keys (e.g., 217 ~ 220 keys) in this step. 

Step 2 (Forming a symmetric matrix using the pool of keys): Eschenauer’s a  
random key pre-distribution scheme uses just a large pool of keys as shown in  
Figure 1(a). However, the proposed scheme uses a pool of keys formed in a symmet-
ric matrix as shown in Figure 1(b).  

 
(a) The pool of keys.           (b) The pool of keys in symmetric matrix 

Fig. 1. The pool of keys 

m

m
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Step 3 (Applying LU decomposition to the symmetric matrix): We apply LU de-
composition to the symmetric matrix to let a pair of nodes always find a common key 
between themselves and raise the security by providing node-to-node mutual authen-
tication. 

Step 4 (Key pre-distribution): In this step every node is randomly assigned one row 
from the L matrix and one column from the U matrix, respectively. One and only one 
condition here is that the same row and column position are assigned such that Lr_i(ith 
row of L) and Uc_i(ith column of U) are assigned to each node. 

(Finding a common key): Assume that node_x and node_y contains (Lr_i and Uc_i) 
and (Lr_j and Uc_j ), respectively. When node_x and node_y need to find a common 
secret key between them, they first exchange their columns, and then compute a vec-
tor product as follows. 

node_x: Lr_i × Uc_j = Kij 
node_y: Lr_j × Uc_i = Kji 

Recall that K is a symmetric matrix, and thus Kij = Kji. Kij (or Kji) is then used as a 
common key between node_x and node_y. Note that the proposed scheme allows any 
pair of nodes to always find a common secret key between themselves.  

Example: We illustrate the proposed scheme using an example below. 

Step 1: We first generate a large pool of keys using a random graph in this step, and 
assume here that we generate a pool of keys, S (-5~5).  

Step 2: After we select (-2, 1, 2, 4) from the pool of keys, S, arrange them into a 
symmetric matrix K. 

2 4 2

K 4 1 2

2 2 1

−⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥−⎣ ⎦

: The pool of keys in a symmetric matrix 

Step 3: We apply LU decomposition to the symmetric matrix. We first calculate the 

elementary matrix 1

1 0 0

E 2 1 0

0 0 1

⎡ ⎤
⎢ ⎥= −⎢ ⎥
⎢ ⎥⎣ ⎦

 , 2

1 0 0

E 0 1 0

1 0 1

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

, and 3

1 0 0

E 0 1 0

0 6 / 7 1

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

 to 

derive L and U. Then we calculate 3 2 1L E E E A= and 1 1 1
1 2 3U E E E− − −= . As a result, L 

and U are obtained as follows. 

1 0 0 2 4 2

L 2 1 0 ,  U= 0 7 6

1 6 / 7 1 0 0 29/7

−⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥= −⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥− −⎣ ⎦ ⎣ ⎦

 

Step 4: This step is for key pre-distribution, and assume that Lr_3 and Uc_3 are stored at 
node_x. Similarly, Lr_2 and Uc_2 are stored at node_y. When node_x and node_y need 
to find a secret key between them to securely communicate, they first exchange their 
columns, and then calculate the key value, respectively. Here the value turns out to be 
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2. Then they compare them for authentication. Since the values are same, they can 
authenticate each other and start communication using ‘2’ as the shared key. The 
process is summarized in Table 1. 

Table 1. The operations for key authentication. 

 node_x node_y 
After 

key pre-distribution 
Lr_3 (-1, -6/7, 1) 
Uc_3 (-2, 6, 29/7) 

Lr_2 (2, 1, 0) 
Uc_2 (4, -7, 0) 

After 
column-exchange 

Lr_3 (-1, -6/7, 1) 
Uc_2 (4, -7, 0) 

Lr_2 (2, 1, 0) 
Uc_3 (-2, 6, 29/7) 

After 
key-computation 

Lr_3 × Uc_2 = 2 (=K32) Lr_2 × Uc_3 = 2 (=K23) 

3.3   Node-to-Node Mutual Authentication 

The existing random key pre-distribution scheme does not allow node-to-node mutual 
authentication, but the proposed scheme based on the symmetric matrix of the keys 
does that as follows. Table 2 summarizes the process of node-to-node mutual authen-
tication. 

1. node_x sends Uc_i (the column it contains) to node_y . 
node_x → node_y : { Uc_i } 

2. node_y: obtains Kji by multiplying Lr_j with Uc_i received from node_x, and then 
sends Uc_j and Kji to node_x. 
node_y : {Lr_j × Uc_i→ Kji} 
node_y → node_x : {Uc_j, Kji } 

3. node_x: obtains Kij by multiplying Lr_i with Uc_j received from node_y, and com-
pares it with Kji received from node_y. 
node_x : {Lr_i × Uc_j→ Kij, check if Kij = Kji } 

4. If node_x verifies Kij = Kji, then sends Kij to node_y. 
node_x → node_y : { Kij } 

5. node_y acknowledges Kij: compares Kji with Kij. 
node_y : Check if Kij = Kji  

Table 2. Node-to-node mutual authentication 

Sensor node_x  Sensor node_y 
Lr_i, Uc_i 

 
Lr_i_ ×  Uc_j • Kij 

 
Kij = Kji  

Lr_j, Uc_j 
Lr_j × Uc_i → Kji 

 

 

Kji = Kij  

Uc_j, Kji 
Uc_i 

Kij 
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4   Performance Analysis 

A random graph G(n,p) is a graph of n nodes for which the probability that a link 
exists between two nodes is p. When p is zero, the graph does not have any edge, 
whereas when p is one, the graph is fully connected. Erdos and Renyi [12] showed 
that, for monotone properties, there exists a value of p such that the property moves 
from “nonexistent” to “certainly true” in a very large random graph. The function 
defining p is called the threshold function of the property. Given a desired probability 
Pc for graph connectivity, the threshold function p is defined by 

-ce
c r

n
P lim  P [G(n,p) is connected] = e

→∞
= , where cln(n)  ln( ln(P ))

p  
n

− −
=  (1) 

Let p be the probability that a shared key exists between two sensor nodes, n be the 
number of nodes, and d be the expected degree as 

c(n 1)(ln(n) ln( ln(P )))
d  p (n 1) = 

n

− − −
= × −  (2) 

Figure 2 illustrates the plot of the expected degree of a node, d, as a function of the 
network size, n, for various values of Pc. The figure shows that the expected degree of 
a node needs to be increased by two to increase the probability that a random graph is 
connected by one order. Moreover, the curves of the plot are almost flat when n is 
large, indicating that size of the network has insignificant impact on the expected 
degree of a node required to have a connected graph. 
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Fig. 2. Expected degree of a node for varying number of nodes 

For a given density of sensor network deployment, let N be the expected number 
of neighbors within the communication range of a node. Using the expected node 
degree calculated above, the required local connectivity, Prequired, can be estimated as 
follows [10]. 
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c
required

(n 1)(ln(n) ln( ln(P )))d
P  =  = 

N nN

− − −
 (3) 

After we derive the required local connectivity, we decide the value S (the size of 
the key pool) and k (the number of keys in each node). The actual local connectivity is 
determined by these values. Note that S is not directly related to the sensor network, 
but k is related to the memory size of sensor node. Therefore, k needs to be as small as 
possible. We use Pactual to represent the actual local connectivity, which is the prob-
ability of any two neighboring nodes to find a common key between themselves. The 
link availability of any two nodes of the existing scheme [10] is then 

1 – Prob [a pair of nodes do not share a key]. (4) 

The probability that a pair of nodes, A and B, do not share a common key can be 
found using Pactual 

2
-

2

(( )!)
  1    1  

!( 2 )!( )
S k S k k

actual
S k

C C S k
P

S S kC

× −= − = −
−

. (5) 

Since, S is very large, we use Stirling’s formula for n! 

! 2 ⎡ ⎤≈ π ⎢ ⎥⎣ ⎦

n
n

n n
e

. (6) 

To simplify the expression of Pactual, it is approximated as follows. 

2 2 1

1
2

2

( )
1

( 2 )

− +

− +

−= −
−

P k

actual
P k

P k
P

P k

. (7) 
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Fig. 3. Comparison of the connectivity of the proposed scheme with the existing scheme 
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Figure 3 compares the actual local connectivity of the proposed scheme with that 
of the existing scheme [10] when the size of the key varies from 2 to 200 for the size 
of the key pool S of 1000, 2000, 5000, and 10000. Observe from the figure that the 
local connectivity increases as the number of keys in a node increases for the existing 
scheme when the size of the pool of keys is fixed. The proposed scheme always al-
lows the connectivity regardless of the number of keys per node. Note that, the supe-
riority of the proposed scheme becomes more substantial when the memory size of 
the sensor node is small. 

5   Conclusion and Future Works 

Most earlier schemes proposed for security of distributed sensor network used asym-
metric cryptography such as Deffie-Hellman key agreement or RSA. However, these 
schemes are often not suitable for distributed sensor network due to limited computa-
tion and energy resources of sensor node. The existing key pre-distribution scheme 
proposed to address this issue has a drawback of unguaranteed shared key between 
two nodes wanting to communicate. In this paper thus we have proposed a new key 
pre-distribution scheme guaranteeing that any pair of nodes can find a common key 
between themselves using the keys assigned by LU decomposition of a symmetric 
matrix. Also, it allows enhanced security by node-to-node mutual authentication. The 
existing scheme requires a large number of keys in each sensor node to display a 
comparable connectivity as the proposed scheme which allows 100% connectivity 
regardless of the number of keys. Therefore, the superiority of the proposed scheme is 
more substantial when the memory size of the sensor node is small. A new model 
considering not only connectivity but also security in a more formal way will be de-
veloped in the future. 
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