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ABSTRACT

Although research has documented the importanesnation in risk perception, little is known
about its prevalence iaverydaylife. Using the Experience Sampling Method, 94t{iane
students were prompted at random — via cellul@ptebnes — to report on mood state and three
emotions and to assess risk on thirty occasionsgluheir working hours. The emotions —
valence, arousal, and dominance — were measurad gsif-assessment manikins (Bradley &
Lang, 1994). Hierarchical linear models (HLM) relsebthat mood state and emotions explained
significant variance in risk perception. In adulitj valence and arousal accounted for variance
over and above “reason” (measured by severity assipility of risks).  Six risks were re-
assessed in a post-experimental session and foubel fower than their real-time counterparts.
The study demonstrates the feasibility and valueotiécting representative samples of data with
simple technology. Evidence for the statistical sstency of the HLM estimates is provided in

an Appendix.

Keywords. representative design; experience sampling methisé perception; emotional

reactions; self-assessment manikins (SAM); retraspejudgment; multilevel analysis.
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INTRODUCTION

Perceptions of risk are important in guiding humeastions. What, however, drives these
perceptions? From a rational viewpoint, risk pptica should reflect what is at stake and the
probability of loss. In insurance, for example, mems reflect potential losses and their
probabilities of occurrence.

However, much research has documented that emoaomsalso important in risk
perception (Slovic, 2000; Loewenstein et al., 208Ibvic et al., 2004; Slovic & Peters, 2006.
For example, in a field experiment conducted a8eptember 11, 2001, Lerner et al. (2003)
showed how fear and anger affected perceived mskierrorism. Other effects have been
demonstrated in psychological laboratories whermearchers have deliberately manipulated
mood states to observe effects on perceived riskteRstreich and Hsee (2001), for example,
showed that when outcomes of uncertain actionslvevetrong affect (positive or negative),
reactions are relatively insensitive to large vaoiss in the probability of the outcomes occurring
(see also Hsee & Kunreuther, 2000; Slovic et &I02 Sunstein, 2003). Interestingly, Andrade
and Ariely (2009) find that decisions based ontifegincidental emotions can also affect future
decisions even after the initial emotion has sudikid

That emotions and rational thinking should botleeiffperceptions of risk is supported by
current theorizing on dual processes of cognitioat suggest that judgments can reflect two
systems of thought (Chaiken & Trope, 1999; Kahne&dfrederick, 2002) sometimes referred
to asexperientialandanalytic respectively (Epstein, 1994). The major distorctbetween the
systems is that whereas the analytic system rexjowascious effort and works in an explicit

step-by-step manner, the experiential is largelyedoand relies heavily on rapidly processed
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feelings or emotions that a person may not be abdpecify. That is, the analytic system can be
thought of as involving reason with the experidndigpending heavily on emotions. This is not

to say, however, that the experiential system Ig osed when emotions are important (e.g., post
September 11, 2001). On the contrary, the claim e made that even modest levels of
emotions — in the form of moods or affect — forra ttackground to much of everyday thinking.

Indeed, Slovic et al. (2002), have coined what tbel “the affect heuristic” to describe the use

of affect in everyday decision making and makepbmt that — since emotions have developed
through evolutionary processes — they are oftentfonal and “rational” in their use.

The fact that emotions can affect perceptionssif nas been well demonstrated. And
yet, despite these demonstrations, little is kn@alout how the findings relate to tbedinary
activities ofeverydaylife. For example, if you obtained a random samgi a person’s risk
perceptions, what would be the effect of emotidvi@reover, what are the relative contributions
of emotional and rational considerations in repmestére samples of people’s experiences?
Finally, do perceptions of daily risks at the tithey are confronted differ systematically from,
say, retrospective assessments?

To investigate these issues, we conducted a stumBedb on the principles of
representativedesign advocated by Egon Brunswik (Brunswik, 198956; see also Dhami,
Hertwig, & Hoffrage, 2004; Hogarth, 2005). Spealiy, we collected data on individuals’ risk
perceptions and emotions by having them completpgred response sheets when triggered by
text messages sent to their cellular telephonearetommoments during their working days.
Participants reported on their mood state, cureatitvity, emotional reactions, and how they
perceived the risks entailed. In short, by usindulze telephones (owned by our respondents),

we implemented the Experience Sampling Method (E@Miylburt, 1997; Hektner, Schmidt, &
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Csikszentmihayli, 2007) and collecteaindom samplesf behaviorin everyday settings As
such, we can make meaningful, generalizable statenadout the emotion-risk perception link
in the populations of situations experienced byparticipants.

In summary, we find that perceptions of risks emtered in everyday life are related to
deviations in participants’ mood states and emaliomactions. Moreover, these affective
variables explain variance in risk perception caed above rational considerations (captured by
estimates of the possibilities and consequencdssses). We also provide evidence that when
risk perception is measured in real time, it défsrgnificantly from retrospective recollections.
Finally, these statements are all made using regmesanalyses that assume consistent

estimation of statistical parameters. An Appendiavgs that this assumption is reasonable.

STUDY

Participants

Ninety-four students (64 women and 30 men) wereuitsxl from the Universitat Autonoma de
Barcelona. They ranged in age between 17 and 28iamé&9). A condition of their participation
was that they had part-time jobs (defined by astleme third of full working days). They were
paid 35 euros (approximately $50) for their pap@tion that, in addition to responding to the
guestions detailed below, required attendance sgti@es before and after the experiment for

instructions and debriefing.

! Curiously, in discussing the origins of the Expade Sampling Method (ESM), Hektner et al. (200akenno
reference to Brunswik’s prior work, see e.g., Bmwiks(1944). One reason might be that Brunswik uadtliman
judge to collect data as opposed to instruments asdimers, hand-held PDAs etc.
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Procedure
We sent text messages to participants between &rahl0 pm over a two-week period that
excluded week-ends, i.e., for 10 consecutive wagrklays. Depending on their working hours,
some participants received their messages betweam &1d 3 pm and the others between 3 pm
and 10 pm (12 and 82 participants, respectivelfoo determine when messages should be sent,
we divided time into segments of 15 minutes andselgx segments at random each day (three
for each group of participants).
When they received a message, participants werereedto note the date and time and
to answer a series of questicriBhe questions, their scales, and the abbreviatiengse, were:
1. How would you evaluate your emotional state righiv@a Scale from 1(very negative) to
10 (very positive): mood state.
2. What are you doing right now?Open-ended and subsequently referred to as ACT:
activity.
3. Is ACT professional or personal in naturdinary response: type.
4. Emotional response to ACTsee description below.
5. What is the WORST consequence that could resutt #&T? Open-ended: worst
consequence.
6. How do you rate the severity of the WORST conseguimat could result from ACT?
Scale from 1 (very low) to 10 (very high): severity
7. At this moment, what is the chance that the WOR&Secjuence of ACT occurSeale

from O (impossible) to 100 (certain): possibility.

2 The objective was to send participants messagasgdine part of the day in which they were maiatywvork.
3 All questions were asked in Spanish.
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8. At this moment, what risk for your well-being daiyassociate with ACT3cale from O

(very low) to 100 (very high): risk.

Emotional responses (i.e., 4) were measured usifgassessment manikins (SAMSs)
(Bradley & Lang, 1994) see Figure 1. These represent visually threec ldisiensions of
emotions in reactions to events or situations. Tdrey(a) valence (or pleasure), (b) arousal, and
(c) dominance. Participants simply checked ther&gu or between adjacent figures — in each

line that corresponded most to their feelings @hgrimplicitly using 9-point scalés

Our use of SAMs was based on theoretical, methgamdf and practical considerations.
First, the three SAM dimensions have the advantdgmvering a range of possible emotional
reactions to a situation and are theoretically dase quote Bradley and Lang (1994):
....differences in affective meaning among stimulwerds, object, events — can be
described by three basic dimensions that WundtgL88ginally labeled lust (pleasure),
spannung (tension), and beruhigung (inhibition).lldvang Wundt's theoretical
categories, empirical work has repeatedly confirntbédt pleasure, arousal, and
dominance are pervasive in organizing human juddgsniem a wide range of perceptual
and symbolic stimuli. (p. 49).
Second, the SAMs have been shown to have good miesevhen validated against more
complete instruments (Bradley & Long, 1994). Ahtd, the SAMs are quite intuitive and thus
easy for respondents to use. Given the lackiof prork linking the SAMs to risk perception,
we did not formulate specific hypotheses. Howewgaren that our study focused on negative

consequences of risk, one might assume that “pesimotions would be associated with less

risk. Thus our intuitions were that while greateelings of pleasure and dominance would be

* In coding, we labeled responses on the extrerhélieaind those on the extreme right “9”.
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associated with lower perceived risk, more arowsalld be associated with increases in
perceived risk.

After completing the task, participants were thahkgebriefed, and paid in a session in
which they classified some of their open-ended arses into categories we had established
previously and also re-assessed the severity, Iplitssiand risks associated with six activities

on which they had reported in the preceding weeks.

Study design

To control for possible response bias, we created donditions — “long” and “short.” In the
long condition, participants answered questionsth@ order indicated above. In the short
condition, risk was assessed before emotional iceeci.e., number 8 before number 4) and
there were no questions about the precise riskitanassociated severity and possibility (i.e.,
numbers 5, 6, and 7). Thirty-four females weregaesl at random to the first condition, and 30

to the second. All 30 males participated in thst foondition.

Data analysis

The design of our study involved data that canHmright of as being collected at two levels.
One of these levels — termed level 1 — is represeily participants’ responses to the 30
occasions on which they received text messagesdt.the level of events). The other — level 2
— is at that of the participants themselves (icbaracteristics of the participants that do not
change across the 30 events). Thus, for exantple,off interest to know whether, say, mood
state at the moment judgments are elicited arecedsd with assessments of risk (i.e., at level 1)

and also whether such judgments reflect differehetseen the participants in, say, gender (i.e.,
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at level 2). As such, our data can be efficiemigdeled using the techniques of hierarchical
linear models (Bryk & Raudenbush, 2002; Goldst&895; Longford, 1994).

We motivate our use of hierarchical linear modeélEMs) with an example. Assume
we wish to model risk as being related to moodes(at level 1) but that this is moderated by
gender (at level 2).

Define the model at level 1 as

Yy = Boy + By (X =X )+ (1)
where
Y; is the judgment of risk on th& bccasion (i = 1,.., 30) for th¥ jndividual (j = 1,..., 94);

(X; = )7_1-) is the deviation of the reported mood stéfeon the " occasion for the'jindividual
from his or her average mood sta_(e] ;

B,; is the individual-specific intercept;

B,; is the individual-specific slope (regression cmééht) of Y on (X; —)_(.j); andr; is the
error term which we assume normally distributechveibnstant variance, [N(0,59).

Define the model at level 2 as

Boj = Yoo + YauZ + Uoj (2)
and

By = Vio + yud + Uy (3)
where
Z;= gender of participant (0, female, or 1, male);

Yoo Is the constant part of the intercépt;

Yo is the regression coefficient @, onZ;
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Uoj is an error term (the individual effect on judgnseat risk);

V1o is the constant part of the slop, ;
y., is the effect of gender on the slog®, (i.e., the interaction of gender and mood state on

judgments of risk);
Wy is an individual error term, that ie random interaction effect of individyaand mood
state on judgments of risk.

Thus, to interpret the abovey, is the average risk score across all women, while
Yoot Vo IS the average risk score across all mepis the average effect across women of mood
state on judgments of risk, while,+y,, represents the average effect across men of matal st
on judgments of risk. We assume thgtand u;; are random variables with zero means,
variancesr,, and r,,, respectively, and covariancg,; they represent the variability i,
andg,; that remains after controlling faf . In addition, the level 2 error vectou(, uy) is

assumed to have a bivariate normal distributiontanitle independent of the level 1 error terms
rij -
Substituting equations (2) and (3) into (1), weanmiot
Y = VootV +lUoj + (Vo + VuZ; Uy )X - X))+, 4
which can be re-arranged as
Yy = Voo * Vo + Vao(Xy = X )+ yaZ (X - X)) +ug +u (X =X )+ (5)
Note that, in the Ilatter expression, one can dsish the fixed part,

Voot VaiZ; + Vio(Xy = X ;) +VuZ, (X, - X ;) (with main effect forzZ, main effect forX and

10
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their interaction), from the random party; +u; (X; —)_(_j)+rij (with individual random

effect, random interaction between ffléndividual andX, and occasion-specific error term).

We have only illustrated the model by considerimg andependent variable at level 1
(mood state) and one independent variable at ygknder). However, it is straightforward to
construct more complete models by considering veabindependent variables at both levels.

Finally, we note that our research design involw@selational data and does not permit
causal inferences. However, to obtain statisgcalbnsistent estimates, the hypothesis of
regression is that the dependent variable (hekepesception) is impacted by the independent
variables (here emotional variables, inter aliappgosed to vice-versa. We therefore provide a

test of the consistency hypothesis (see below gEkAdix).

RESULTS
From the 2,820 (= 94 x 10 x 3) messages sent, 2y8&@ received (99.6%). On average,
participants responded between zero and ten mimaftes reception (overall mean of one

minute). The distribution of types of activities damisks was similar to a previous study

(Hogarth, Portell, & Cuxart, 2007) and is not prase here.

11
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Emotion: Mood and emotional reactions
Table 1 reports HLM results of regressing perceitisd on mood and emotional reactions as
well as gendet. We first note that we rescaled variables thaeweeasured on a 0-100 scale to

a 0-10 scale (risk and possibility) in order toilitate comparisons. We present four models.

Model 1 estimates the mean risk level of risk petioa; this is 2.56 on a 0-10 scale.

In Model 2, we introduce mood state and gender.nk@od state, we coded participants’
mean mood assessments across the 30 occasionsdasen proxy for individual dispositions,
that is, a level 2 variable. At level 1, we use teviations from these means. These mood
deviations are significant. In short, being in dtdremood is associated with lower perceived
risk, a result that replicates earlier work (Hobaet al., 2007). However, at level 2 there is no
significant dispositional effect for mood (i.e., amemood state). In other words, there is no
relation between the mean level of participantsbthassessments and their perceptions of risk.

Gender appears to play a role. On average, males fggher risk assessments than
females. This last result is contrary to mostifigd(Byrnes, Miller, & Schafer, 1999) including
our own (Hogarth et al., 2007) and we concluds & peculiarity of this sampfe.

In Model 3, we substitute the SAM variables for m@tate deviations at level 1. Given

the way these variables are scaled (see Figurehg),coefficients imply that less risk is

® All results of HLM in this paper are based on mawin likelihood estimation. Intercepts are estimatedandom
whereas slope coefficients are estimated as fiéslhave also conducted additional analyses whetteibtercept

and slope coefficients are estimated as random.edery since this change of specification does hange our
main results, they are not provided here. (Morerimiation on this point is available from the authpr

® We conducted several analyses to determine pessiiises of this gender difference. In short, sund no

significant difference in the types of losses fatgdmen and women. Moreover, we found a signifiogetider
difference in risk assessment for only one of fjgb classifications. Female health and educatiamadkers

perceived significantly less risk, on average, tthaair male counterparts. This appears to driverdiselt that males
give higher risk assessments than females. As dinig one job classification, we do not considemiportant.

(More information on this point is available frohetauthors.)

12
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associated with greater valence (pleasure), mekeisiassociated with greater arousal, and less
risk is associated with more dominance. Theseragccordance with out intuitions detailed
above.

Model 4 tests the joint effects of both the motatesdeviations and the SAM variables.
All explain significant variance in perceived rigklevel 1. However, there is some redundancy
between the two as demonstrated by the fact tleatctefficient for mood state deviations is
diminished in the presence of the SAM variablesn(f0.28 to -0.12).

Finally, whereas HLM regressions do not allow denmterpretations in terms of
conventional B we show the effects of the different classesasfables in terms of reduction in
estimated prediction error relative to Model 1. tBis measure, at level 1 Model 2 (mood state
deviations) accounts for a reduction in varianc&.@Po, Model 3 (the SAM variables) accounts
for 13.3%, and Model 4 (mood state deviatiansithe SAM variables) 13.7%.

These results are important. They extend findinfshe risk-emotion relation from
experimental and field studies to random samplegalftime, everyday judgments. Mood can
be thought of as operating at two levels — meandrsgiate (a dispositional measure of “how
happy” people are, on average) and mood state tdmsa(or specific momentary effects). We
found no effect for mean mood state (at level 2)regpondents perceived less risk when in a
more positive mood state (at level 1). However, chaeviations explain less variance than
emotional reactions. In our data, “happier”’ vakerfleft of Figure 1a) is associated with less
risk, as are less arousal (right of Figure 1b) gmedter dominance (right of Figure 1c).

Although not provided here, we conducted furthealygses to test for possible effects of

additional moderators as well as robustness. Gicpéar interest is the fact that questionnaire

" In addition, Tables 1 and 2 include estimatesheflevel 2 proportion of variance. These measuresalculated
as the proportional reduction of error for predtigtian individual mean (mean perceived risk). FacHjr details
about how these concepts were elaborated, seeeBngdd Bosker (1999, ch.7).

13
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type (“short” versus “long” — in which the order gfiestions about risk and emotional reactions
were reversed) had no significant effect. The kions stated above were not changed by

these additional analysés.

Reason and emotion

From a rational perspective, perceived risk shaeftect assessed severity and possibility of
risks (i.e., reason). If it does, what is the rofeemotion (mood state and the SAM variables)?
Using data only from the (long) condition wheretmfpants provided assessments of severity

and possibility, we employ HLM to answer this qumst

Table 2 reports results of five models that progjkesdy introduce effects of reason and
emotion. Model 1 simply estimates the overall meansk judgments as 2.88. Model 2 shows
the separate effects of severity and possibilityeatl 1. Note this involves a reduction in
variance at level 1 of 24.4% compared to Model Model 3 adds the interaction between
severity and possibility and the reduction in vace between Models 1 and 3 is now 26.2%.
Interestingly, Model 3 highlights (as one would egf) the importance of the severity x
possibility interaction. However, this is augmented a main effect for severity (but not
possibility) that suggests more perceived risk fimore severe events independent of their
probability of occurrence (Model 3).

Mood is introduced in Model 4. This shows that mebate deviations, by themselves,

add significant variance over and above reason thargh the increase in reduction of variance

8 All of these additional analyses can be obtaimethfthe authors.

14
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is small — from 26.2% to 29.4%. With the introdantof the SAM variables in Model 5, the
reduction in variance increases (marginally) tcb28.

Table 2 describes how reason and emotion jointtp@act for significant variance in risk
perception. We make two points. First, the sighthe coefficients for mood state deviations
and the SAM variables are the same as in the |sayaple presented in Table 1. However, in the
presence of severity and possibility, the SAM Malgaof dominance is no longer significant and
the effect of mood state deviations is weaker. 8écalthough the reduction of variance at level
1 relative to Model 1 is greater for reason thaneimotion, the latter is still significant and adds
to explaining risk perceptioh.In summary, we can say that both reason and ematie jointly
implicated in everyday risk perception thereby pidowg support to theorizing on dual processes

of cognition discussed in the introduction.

Real-time ver susretrospective judgments

After the study, participants re-assessed riskec@s®d with six occasions (sampled from the
middle of the first and second weeks of data cbble¢ and also stated whether these had
materialized.

Previous findings indicate that events experiennegal-time are judged as riskier than
the same events considered retrospectively (Hogaréh, 2007). Whereas negative emotions at
the time events are experienced could explain thesdts, other factors such as effects of time
on memory (more recent events being recalled moearately), or perhaps salience due to the

fact that some risks actually did materialize, doalso account for these differences.

® We explored different specifications of our modalsrder to test conclusions for robustness. Resilthese tests
can be obtained from the authors.

15
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Table 3 reports HLM regressions of differences leetwreal-time and retrospective risk
assessments that test the timing and salienceratfas controlling for other possible effects.
First, Model 1 documents a significant positivefefiénce of almost half a point on a 0-10 scale
(0.48). Model 2 indicates an effect of the diffdrguestionnaires used in the two experimental
conditions (at level 2)° Model 3 suggests that whereas real-time emotistee (mean or
deviations by occasion) explains no variance, tAM Sariable valence does. Finally, at level 1
Model 4 shows no effect for salience (“Happeneti)t there are effects for timing (smaller
differences associated with later assessments)ih@n8AM variable arousal. In short, emotion
experienced when risks are assessed — and espeaialisal — contributes to differences

between real-time and retrospective risk assessment

Consistency in estimation
In specifying the HLMs, we model risk perceptiontasng impacted by emotional variables.
However, if perceived risk also affects emotiohg assumptions of HLM could be violated and
this could possibly lead to inconsistent paramestimates. In our study, we manipulated neither
risk perceptions nor emotions. Thus, we clearlyncamake statements about the directionality
of effects. However, we can conduct tests that @mlr assumptions and we provide the details
of one such analysis in the Appendix.

In brief, we use the technique of instrumental afales to estimate the risk equation and

employ Hausman'’s test of endogeneity to check vdretie emotional variables are exogenous

19 we have no explanation for this effect with theraspective data. From our perspective, the imporfiading
was that there was no effect for questionnaire typbe real-time judgments of risk (not shown imbles 1 and 2).

16
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(Hausman, 1978). We find we cannot reject the Ingtiothesis that the emotional variables are
exogenous in the risk equation.

In summary, the statistical tests conducted inAppendix support the assumption that
the parameter estimates presented in the main bbthe paper areonsistentand hence, the

conclusions we draw on the basis of the HLM regoessare valid.

GENERAL DISCUSSION

Our most striking finding is that simple measurésnood state and three emotional reactions
(valence, arousal, and dominance) explain variatiorperceptions of risk. Moreover, valence
and arousal explain variance over and above thadusted for by the “rational” variables of
assessed severity and possibility of losses. Tiessgdts corroborate findings concerning the dual
roles of reason and emotion in risk perceptionioi$ et al., 2004; Slovic & Peters, 2006) but —
and this is important — are an extensionaiadomly sample@vents experienced @verydayife.

Interestingly, most situations faced by our resgonsl did not involve major decisions.
For example, there were few, if any, mentions aés@mophic events such as terrorist attacks in
which emotion might be expected to play an everatgrerole. Instead, our results show that
emotion is pervasive in risk perception, even & kel of everyday trivia, and are thus
consistent with the notion that the experientiajjrative system (Epstein, 1994) is constantly
adjusting to what is perceived in the environment.

The study replicated a finding from a previous gttitht deviations in mood state are

associated with risk perceptions — less risk wapper mood states (Hogarth et al., 2007) — and

17
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is consistent with results in the experimentaléitare (see, e.g., Isen, 1993). At the same tame,
novel feature of our work was the exploration of ilmpact on risk perception of emotional
states as measured by the three SAMs that caphweamal dimensions of valence, arousal, and
dominance. We found that less risk was associatéidl happier valence, less arousal, and
greater dominance. The directions of each of thels¢ions are consistent with the fact that we
were only considering negative impacts of risk.(ireegative events). An interesting task for
future research would be to investigate the effetthese emotions when risks are positive (e.qg.,
facing the possibility of gaining money as when teomplating investments). For example,
whereas valence might have a different sign wiksiiof positive payoffs, it is not clear that this
would be the case for arousal.

Of the different emotional variables (SAMs), dormmina had less impact in our data than
valence and arousal. This was perhaps surprisimguse, a priori, one might imagine that
feelings of control would be especially salienttlie presence of risk. On the other hand, it is
possible that the manikins for valence and arowsak easier for participants to interpret — see
Figure 1.

The methods used in this research can be employedine further our understanding of
the emotion-risk relation. For example, experimefitadings differ as to whether emotional
states have general as opposed to specific effaatisk attitudes. Some investigatbes/e found
general effects (Johnson & Tversky, 1983) wherdlasraesults support specificity (i.e., specific
emotions affect correspondingly specific risk petams, DeSteno et al., 2000). Emotional
reactions, however, may be multi-faceted (Barr@f06). Future studies with experience
sampling using more targeted measures could illataithis controversy in naturally occurring

settings.

18



Emotion in everyday risk perception

Real-time assessments of risks were found to betgyrénan those made retrospectively.
Our analysis demonstrated possible memory effentsrd recent real-time assessments more
consistent with retrospective judgments). Howevellso showed that emotion experienced
when risks were assessed (especially arousal)ilooted to the observed differences. Given the
prevalence of retrospective and prospective surgéyisk attitudes, these results have important
implications (see also Stone et al., 1999).

The assumption of consistent estimation implicithe regression analyses used in our
work implies that mood and emotions impact riskcpption as opposed to the reverse. Clearly,
however, perceived risk can precede the experieheeotion. (Imagine, for example, how one
might feel after hearing, for the first time, abdbe severe risks of an impending surgical
intervention.) Nonetheless — and for the populabbmcidents we sampled — the hypothesis of
consistent estimation was not rejected by oursitedil tests (see Appendix). At the same time,
we believe this issue needs further clarificatiod ¢he use of a different experimental design to
illuminate the most probable directions of effeetsd possible mediating variables. It is
possible, for example, that whereas in some casesi@ns impact perceived risk, in others it is
perceived risk that impacts emotion. Much depemhasefore, on what kinds of situations are
sampled, something that our study explicitly did oontrol. On the other hand, we note that in
our experimental design we did vary the order inciwhthe questions about the emotional
variables (SAMs) and perceived risk were elicited ound no effects.

It is important to emphasize that our methodolagypased on the random sampling of
situations. This allows making meaningful statereembout the populations of experiences of
our individual participants. As such, our investiga represents an illustration of the principles

of representative desig(Brunswik, 1944; 1956) and addresses a criticaldeeck of many
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studies of risk perception, namely, the inabilidyrélate findings to the population of situations
in which they are relevant. Our study is not, hesve without methodological shortcomings.
First, although the situations faced by our paraats were sampled by a random process, the
participants themselves were a convenience sammaletraus we cannot assume that they are
representative of the population at large. CledHg,ideal study would sample both participants
and situations at random. Second, by asking odicjgants to record their emotional reactions
we might have unwittingly influenced their reportsEmotions have been shown to have
unconscious effects (Ruys & Stapel, 2008) and owdys could have overlooked or
misinterpreted these.

A further issue is that our study only investigatek perception and not actual decisions.
To what extent do mood and emotions affect decssinrthe work place? This is an important
topic for future research since, based on expemtahezvidence, moods can affect decisions
(Isen, 1993; Slovic et al., 2002; Andrade & Aried09). Moreover, in an ingenious field study
of university admissions staff, Simonsohn (200)nid that decisions reflected mood changes
that could be attributed to fluctuations in weathpatterns. Changes in cloud cover had
significant and systematic impacts on importantisiens. Once again, however, we need to
establish the generality of these kinds of findings

Our research demonstrates the power of simple tdaty to collect meaningful samples
of naturally occurring behavior. Contrary to madd&SM studies we did not use hand-held
computers or other “high-tech” devices. Instead, nelied on the participants’ own cellular
telephones and small paper-and-pencil response'pa@sr impression was that participants

would have found responding on special hand-heldptders to be more intrusive than our

' We did however use a special computer progranisfatth messages indicating when responses warzedq
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procedure. Indeed, since all of our participantggtk carried a cellular telephone on their person
anyway, the addition of a small pad was a mininmstraction.

Finally, it is interesting to speculate how futdeehnology might enrich these kinds of
studies. For example, it is not hard to imagineickssthat will be able to capture biological
measurements of emotion that can corroborate thergand-pencil responses provided by our
participants. As such, we can expect even gresientific returns from studies based on the

principles of representative design (Dhami et2£04).
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Table 1: Regression of perceived risk on mood state and SAM variables

Model 1
Fixed effects Coefficient t-ratio
Level 2 variables
Intercept 2.56 15.47
Mean mood state
Gender (1= male; 0 = female)

Level 1 variables
Mood state (deviation)

SAMs: Valence
Arousal
Dominance

Random effects
Level 2 (individuals) variance 2.43
Level 1 (occasions) variance 4.38

Model comparisons
Proportional reduction in prediction error relative to Model 1
Level 2 explained proportion of variance
Level 1 explained proportion of variance

Deviance 12,387.4
df (number of estimated parameters) 3

p-value for ratio test (relative to Model 1)

p-value for ratio test (relative to previous model, if nested)

Note: Coefficients/variance components significant at p<.001 are in bold, significant at p <.05 are underlined, using

t-tests or y? as appropriate.

Model 2 Model 3
Coefficient t-ratio Coefficient t-ratio
4.57 3.57 452 3.47
-0.36 -1.89 -0.20 -1.02
1.18 3.59 1.11 3.38
-0.28 -10.91
0.27 12.70
-0.25 -12.66
-0.12 -5.10
2.06 2.10
4.19 3.80
14.6% 13.6%
8.2% 13.3%
12,089.4 11,972.3
6 8
298.0 3df 415.1 5df
< 0.001 < 0.001
298.0 3df
< 0.001

Model 4

Coefficient  t-ratio

4.88 3.74
-0.23 -1.18
1.14 3.45

-0.12 411
0.22 8.82

-0.26 -13.03
-0.10 -4.44

2.10
3.77

13.6%
13.7%

11,793.9
9

593.5 6df
<0.001

178.4 6df
<0.001
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Table 2: Regression of perceived risk on both rational and emotional variables

Model 1 Model 2 Model 3 Model 4 Model 5
Coefficient t-ratio Coefficient t-ratio Coefficient t-ratio Coefficient t-ratio Coefficient t-ratio
Fixed effects:
Level 2 variables
Intercept 2.88 13.70 -0.72  -3.08 0.21 0.80 1.73 1.28 165 1.71
Gender (1= male; 0 = female) 0.83 2.39 0.82 231
Mean mood state -0.28 -1.43 -0.21 -1.03
Level 1 variables
Severity 0.44 22.99 0.29 10.27 0.30 10.56 0.30 10.69
Possibility 0.22 11.05 -0.09 -1.86 -0.08 -1.67 -0.07 -1.43
Severity*Possibility 0.05 7.04 0.04 6.43 0.04 5.68
Mood state (deviation) -0.15 -5.45 (-0.07) (-1.99)
SAMs: Valence 0.15 537
Arousal -0.12 -5.31
Dominance -0.04 -1.55
Random effects:
Level 2 (individuals) variance 2.66 2.03 1.99 1.80 1.90
Level 1 (occasions) variance 4.89 3.68 3.58 3.53 3.42

Model comparisons
Proportional reduction in prediction error relative to Model 1

Level 2 explained proportion of variance 23.7% 25.3% 32.1% 28.7%
Level 1 explained proportion of variance 24.4% 26.2% 29.4% 29.5%
Deviance 8,662.2 8,114.5 8,065.5 7,935.4 7,862.6
df (number of estimated parameters) 3 5 6 9 12

p-value for ratio test (relative to Model 1) 547.7 2df 596.7 3df 726.8 6df 799.6 9df
<0.001 <0.001 <0.001 <0.001

p-value for ratio test (relative to previous model, if nested) 547.7 2df 49.0 1df 130.1 3df 72.8 3df
<0.001 <0.001 <0.001 <0.001

Notes: (1) Coefficients/variance components significant at p<.01 are in bold, significant at p <.05 are underlined using
t-tests or x° as appropriate. Coefficients in parentheses did not prove to be significant when subject to tests of robustness.
(2) Degrees of freedom for level 2 variables and random coefficients are at least 61. For all other variables they are at least 1875.
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Table 3: Regression of differences between real-time and retrospective judgments of risk
on different possible explanatory variables

Model 1 Model 2 Model 3 Model 4

Coefficient t-ratio Coefficient t-ratio Coefficient t-ratio Coefficient t-ratio

Fixed effects:
Level 2 variables

Intercept 0.48 4.50 0.67 5.39 0.54 0.55 0.85 0.84
Questionnaire (1=short; 0=long) -0.61 -2.75 -0.57 -2.31 -0.58 -2.28
Gender (1= male; 0 = female) 0.10 0.40 0.11 0.44
Mean emotional state (30 occasions) 0.06 0.45 0.03 0.23

Level 1 variables

Emotional state (deviation) 0.03 0.43 0.00 -0.02
Valence 0.12 2.35 0.10 1.82
Arousal -0.07 -1.68 -0.09 -2.12
Dominance -0.07 -1.37 -0.08 -1.56
Happened? (1=yes; 0=no) -0.41 -1.59
When? (1=first week; O=second week) 0.38 2.36
Random effects:

Level 2 (individuals) variance 0.46 0.40 0.37 0.41

Level 1 (occasions) variance 3.61 3.60 3.53 3.44

Deviance 2,360.6 2,356.3 2,332.0 2,231.3

df 3 4 10 12

p-value for ratio test <0.05 <0.001 <0.001

Notes: (1) Coefficients/variance components significant at p<.001 are in bold, significant at p <.05 are underlined, using
t-tests or x° as appropriate.
(2) Degrees of freedom for level 2 variables and random coefficients are at least 87. For all other variables they are at least 519.
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Figure 1: The Self-Assessment Manikins (SAMs) usedate the affective dimensions of (a)

valence (top panel), (b) arousal (middle panelyl @ dominance (bottom panel) — Bradley and

Lang (1994).
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Appendix

In the main body of the paper we assume that mowt eanotions are exogenous
regressors and we estimate their impact on risksagssents. However, in principle it is
conceivable that risk assessment could also impactd and emotions. For example, if
learning the high risks of a medical operation tetmla worse mood, then mood would
be anendogenousegressor, and we would incorrectly attribute tliegative correlation
between mood and risk to the impact of mood on (tietter mood leading to lower risk
assessment), when in reality the opposite holds (re., higher risk leading to worse
mood). We use IV (instrumental variable) estimatitn estimate consistently the
population parameters that reflect the impact obdhand emotions on risk assessments,
even if the exogeneity assumption is violated.
We estimate via GLS (generalized least squareg)dhemeters in the hierarchical
linear models presented in the paper that can beribed by the following structural
eguation
Rj = Xj B+ Z Bt G g (A1)
defined over individualg=1, 2, ....,94 and occasions=1, 2, ...,30
* R;is the risk assessment of persoat occasiom;
= X = [X™ XY X® X;% is a row vector containing the measurements owdno
deviations, valence, arousal and dominance resdgtfor personj on occasion;

= Z;is a row vector containing the mean mood stat@afe dummy variable, and a
constant;

= [3;, B2 are column vectors of population parameters ofedision conformable for

multiplication;
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= ¢ is an unobservable individual specific randomiffe
* g is the idiosyncratic random shock to risk assessifioe persor) at occasion.

For GLS to estimate consistently the populationapeaters of interest, the
regressors must be strictly exogenous. That isfdf@ving condition must be satisfied
in equation (Al):

E{( ¢ + &)l [Xy, Xgj, ..., Xs0j , 4]} = 0. (A2)

Regressors in a fully simultaneous system typicaltyate this condition, e.g., if
risk assessments also impact mood deviations. WARhis violated, e.qg., if the error
term is correlated with mood deviations, we cake throblematic regressor (mood
deviation in this example) aendogenousegressor. IV estimation relies on finding for
each potentially endogenous regressor one or nmasiables'? calledinstrumentswhich
are properlyexcludedfrom the structural equation of interest (i.estinments daot
have structural impact on the dependent variabter &ll relevant exogenous and
endogenous regressors have been controlled fdneirstructural equation of interest).
Instruments have to satisfy the following two cdimtis: a) they are partially correlated
with the endogenous regressor; b) theyusreorrelatedwith the error term.

We use weather variables and dummy variables dentite time of the day when
the responses were elicited as exogenous shiften®ad and emotional reactions. There
is previous research showing effects of weathemowd (Howarth & Hoffman, 1984;
Sanders & Brizzolara, 1982; Keller et al., 2005n8sen et al., 2008) and research in

finance showing that the weather where the stockaxge floor is located affects stock

21t in the equation of interest we have found elkaone instrument for each endogenous regresser, th
equation is exactly identified. If we have moretinments than endogenous regressors, the equation i
over-identified.
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returns, the implication being that the mood ofi&ns at the stock exchange floor is a
mediator between weather and returns (Saunder8; Hi&hleifer & Shumway, 2003).

The weather variables that we usetaraperaturetsunshingdaily total sunshine
hours), andpsunshine(sunshine hours as a percentage out of total éqbecAs the
weather variables vary only across days (i.e.thadl people and occasions within the
same day are exposed to the same weather), werwanstur instruments from the
weather variables and additionally from their iatt¢ions with the regressors which we
assume to be exogenous (uncorrelated with the &ror), genderand themean mood
state the latter being a proxy for personal dispositidihis way we end up with
instruments which employ the idea that weather ame& of the day are exogenous
shifters of mood and emotional reactions, but haeth time series and cross sectional
variation.

Therefore in the IV regressions we assume that dineposite error in equation
(Al) is exogenouswith respect to the instruments constructed froeatier variables,
(temperaturefsunshine, psunshine, the interactions of theseetlwith gender and the
mean mood state), and the dummy variables dentimgime of the day during which
messages were dispatched. We denote these instaibetine vector \Wwhere

E[( G + &) Waj, W, . Waoj, Z] = 0. (A3)
That is, the composite error in the risk equatiomean-independent of the weather and
time of the day induced variation.

We use as an estimation technique ®2SLS estimator of Balestra and
Varadharajan-Krishnakumar (1987), which is an lms&ntal Variable version of the

Generalized Least Squares personal random effemtielmve employ in the main body
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of the paper, and is an estimation technique ap@atepunder the orthogonality condition
(A3).

We implement Hausman’'s (1978) test of endogenettymparing all the
coefficients except the constant across the GLSVrsdtimators.

The over-identifying restrictions test for the Bstimators involves the statistic
N*R? from the auxiliary regression of the IV compositsiduals (i.e., the predicted
values of ¢+ ;) on all the exogenous variables (including all th&truments), where N
is the number of available observations. The siatistdistributed ag® with degrees of
freedom equal to the number of over-identifyingnieBons (Wooldridge, 2002, p.123).

As could be expected, the IV estimates are much pgecise than the GLS
estimates — see Table A1l. The IV estimates of thednteviation parameter remain
significant and ofmuch larger magnitudeompared to the GLS estimates. The SAM
variable of valence reverses sign in the IV redgogsshowever it is insignificant.
Dominance preserves its sign, but is insignificasitwell. The estimated parameter for
arousal increases slightly in magnitude in the B{ression compared to the GLS

regression, and remains significant.

Hausman (1978) tests do not reject the null hymishéhat the IV and GLS
estimates differ only up to sampling error. Therefawe arenot able to reject statistically
the assumption we made in the main body of them@. In other words, the results in

Table Al suggest that
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) the working assumption that mood deviations andS/AM variables are
exogenous is reasonable and cannot be statigtiegicted
i) if anything, we mightunderestimatesomewhatthe impact of mood

deviations on risk assessments in the main bodyeopapel®

1)) both the GLS and IV yield similar and significarstinates of the effect
of arousal
Iv) our instruments do not induce much variation iremak and dominance,

and hence in the IV regressions we are not abéstimate precisely the
separate effects of valence and dominance.
The over-identifying restrictions tests dot reject the validity of the instruments. We do
notfind statistical evidence suggesting that our unmsknts are a poor choice.

Since our study is not experimental, we clearlyncénconfirm or disconfirm
beyond any doubt the direction of effects of moediation and the SAMs to risk or
vice-versa. However, the outcomes of the statistesds presented in this appendix point
to the fact that the parameter estimates that wertrén the main body of the paper are

consistent

13 The larger estimated effect of mood in the IV esgion might be simply a result of sampling error.
However if we focus only on the magnitude of theapaeter estimate, it somewhat counterintuitively
suggests that if risk assessment has an impactooa ithe effect would be surprising: namely, higtigk
implying bettermood.
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Table Al: Instrumental Variable regressions of peted risk on mood state
and SAM variables

) (2 3)" (4
GLS v GLS v
Mood state (deviation) -0.28 -0.39 -0.12 -0.67
(-10.9) (-2.77) (-4.12) (-2.53)
Valence 0.22 -0.41
(8.80) (-1.17)
Arousal -0.26 -0.31
(-13.0) (-2.30)
Dominance -0.10 -0.076
(-4.43) (-0.24)
Mean mood state -0.36 -0.36 -0.23 -0.50
(-1.85) (-1.84) (-1.15) (-1.61)
Gender(1=male;0=female) 1.18 1.18 114 122
(3.52) (3.51) (3.39) (3.49)
Constant 4,57 457 4.88 9.19
(3.49) (3.48) (3.67) (3.27)
Hausman tedt 0.70 5.06
[p-value] [0.87] [0.54]
Over-identifying restrictions te’st 7.66 5.23
[p-value] [0.86] [0.87]
Observations 2771 2771 2767 2767

t statistics in parentheses, p-values in squar&kétsic
Coefficients significant at p<0.01 arebold, significant at p<0.05 are underlined
'First and third columns reproduce the GLS regresiam the main body of the paper.

Columns 2 and 4 are Instrumental Variable (IV)reators. The G2SLS estimator due to
Balestra and Varadharajan-Krishnakumar is used. ifbuments employed are six
dummy variables denoting the time of the day whes messages were dispatched,
temperature, tsunshinédaily total sunshine hourspsunshine(sunshine hours as a
percentage out of total expected) and the intemastof the latter three witGenderand
Mean mood stateThe variables instrumented and treated as patBnéndogenous are
Mood state (deviation), Valence, ArousadDominance Variables treated as exogenous
areGenderandMean mood state.

®Hausman (1978) tests that the IV estimates arestatistically different from the GLS
estimates. In columns 3 the test statistigiglistributed, in columns 4 it ig distributed
(i.e., the comparison is based on all the estimpggdmeters in the model without the
constant). In none of the cases does the tessttatéject the null hypothesis that the
GLS and IV are equal, at conventional levels ofidigance.

*Over-identifying restrictions test. The test stitiss y,5° distributed in column 2 ang?

distributed in column 4. In none of the cases dbedest reject the null hypothesis that
the over-identifying restrictions hold true.
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